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COST715 WG2 List of contents 3

LIST OF CONTENTS

1. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2. THE SPECIFIC PROBLEMS OF URBAN METEOROLOGY . . . . 9

2.1. Characteristics of the urban canopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2. Practical modelling applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3. PRE-PROCESSORS, SCHEMES AND MODELS FOR THE SUR-
FACE ENERGY BUDGET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.1. The urban surface energy budget . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.2. Preprocessors and models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.2.1. Local-scale Urban Meteorological Pre-processing Scheme
(LUMPS) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.2.2. The Town Energy Balance (TEB) scheme. . . . . . . . . . . . . . . . . . 23

3.2.3. The Finite Volume Model (FVM) urban module . . . . . . . . . . . 24

3.2.4. The SM2-U soil model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.2.5. Urban parameterisations in the Advanced Regional Predic-

tion System (ARPS) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.3. Effect of strong heterogeneity on surface properties and fluxes . . . . . . 29

3.3.1. Effective roughness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.3.2. Flux aggregation technique for urban areas . . . . . . . . . . . . . . . . 30

3.3.3 Flux divergences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.4. Temperature roughness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.5. Urbanisation of NWP models for urban air pollution forecasting . . . 35

4. PRE-PROCESSORS, SCHEMES AND MODELS FOR DETER-
MINING THE MIXING HEIGHT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.1. Specificities of the urban boundary layer . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.2. Experimental methods for estimating the urban MH . . . . . . . . . . . . . . . 42

4.2.1. Diagnosing MH from radiosonde data . . . . . . . . . . . . . . . . . . . . . . 43

4.2.2. MH interpreted from sodar/lidar/radar/ceilometer .. . . . . . . . 46

4.2.3. Commercial aircraft measurements / AMDAR Data Process-
ing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.2.4. Mixing heights deduced from tracer data . . . . . . . . . . . . . . . . . . 52

4.3. Mixing height parameterisations and pre-processors . . . . . . . . . . . . . . . . 55

4.3.1. Classical ABL formulae . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.3.2. Approaches using free flow stability . . . . . . . . . . . . . . . . . . . . . . . . 58

4.4. Internal boundary layer development over an urban area . . . . . . . . . . . 60

4.5. Applications of NWP model outputs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.5.1. Boundary layer depth in the NAME-model . . . . . . . . . . . . . . . . 62



4 List of contents COST715 WG2

4.5.2. Boundary layer depth in the ADMS-model . . . . . . . . . . . . . . . . . 64

4.6. Stability classes and the mixing height . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.7. Future Prospects for NWP models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

5. RECENT EXPERIMENTAL CAMPAIGNS AND DATA SETS . . 75

5.1. Basel, Switzerland . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5.2. Greater Marseille area, France (UBL-ESCOMPTE) . . . . . . . . . . . . . . . . 76

5.3. Birmingham, UK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.4. Bologna, Italy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

5.5. Cracow, Poland. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.6. Helsinki, Finland . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

5.7. The CALRAS data set. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

5.8. ATHIBLEX/MEDCAPHOT experiments in Athens . . . . . . . . . . . . . . . . 93

5.9. Copenhagen, Denmark . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

5.10. Hannover, Germany . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

6. DATA VALIDATION OF SURFACE ENERGY BUDGET
SCHEMES AND MODELS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

6.1. Results from field measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

6.1.1. North America . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

6.1.2. Basel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

6.1.2.1. Urban Radiation Balance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

6.1.2.2. Turbulent Flux Densities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

6.1.3. Marseille (UBL-Escompte). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

6.1.4. Birmingham, UK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

6.1.5. Bologna . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

6.1.5.1. Surface fluxes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

6.1.5.2. The “urban effect” in Bologna . . . . . . . . . . . . . . . . . . . . . . . . . 110

6.2. Parameterisation and modelling. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

6.2.1. Results with the SM2-U soil model . . . . . . . . . . . . . . . . . . . . . . . . 115

6.2.2. Results with the TEB/ISBA scheme . . . . . . . . . . . . . . . . . . . . . . . 116

6.2.3. Results with the Finite Volume Model . . . . . . . . . . . . . . . . . . . . . 119

6.2.4. Results with the ARPS model for Paris . . . . . . . . . . . . . . . . . . . . 121

6.2.5. Results with ADMS for Birmingham. . . . . . . . . . . . . . . . . . . . . . . 123

6.2.6. Cracow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.3. Implications of Surface Energy Balance results for NWP modelling

for European cities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129



COST715 WG2 List of contents 5

7. DATA VALIDATION OF MIXING HEIGHT SCHEMES AND
MODELS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

7.1. Empirical evidence. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

7.2. Comparison of MH-schemes with radiosonde profiles . . . . . . . . . . . . . . . 135

7.2.1. CALRAS data set: Munich . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

7.2.2. Copenhagen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

7.2.3. Helsinki . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

7.2.4. Lisbon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

7.3. The mixing height diagnosed from sodar data . . . . . . . . . . . . . . . . . . . . . . 147

7.3.1. The long-term Hannover dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

7.3.2. Comparison of mixing height formulae with sodar data,
Bologna . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

7.3.2.1. Intercomparison of various methods in Bologna . . . . . . . . 153

7.3.2.2. Sodar MH data vs. SBL diagnostic formulations . . . . . . . 155

7.3.2.3. Sodar data vs. CBL prognostic and diagnostic formula-
tions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

7.3.2.4. Data vs. neutral ABL diagnostic formulations . . . . . . . . . 161

7.3.3. Comparison between sodar and tethersonde data, Cracow . . 163

7.3.3.1. Conditions at night . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

7.3.3.2. Conditions during the morning and evening transitions 165

7.3.3.3 Conditions during daytime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

7.4. Comparison of numerical pre-processors and NWP models vs. data 168

7.4.1. Mixing height estimates from NWP/meteorological models. 168

7.4.1.1. HIRLAM, Copenhagen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

7.4.1.2. MM5, Athens . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170

7.4.2. Comparison of MHs estimated by the CALMET pre-
processor with sodar data in Cracow . . . . . . . . . . . . . . . . . . . . . . . . . . 175

7.4.3. Sensitivity study for London with the ADMS met-processor 177

7.5. The mixing height derived from other remote sensing devices . . . . . . . 180

7.5.1. Comparison between ceilometer and radiosonde data . . . . . . . 180

7.5.2. Comparison between UHF profiler and RASS data . . . . . . . . . 182

7.6. The mixing height deduced from tracer gas concentrations . . . . . . . . . 184

7.6.1. Radon concentrations and meteorological elements . . . . . . . . . 184

7.6.2. Polonium and the mixing layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

8. SATELLITE REMOTE SENSING TO ESTIMATE SURFACE
FLUXES AND CANOPY CHARACTERISTICS . . . . . . . . . . . . . . . . 187

8.1. Challenges and possibilities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

8.2. Satellite remote sensing platforms and instruments . . . . . . . . . . . . . . . . . 187



6 List of contents COST715 WG2

8.3. Remote sensing of the surface sensible heat flux . . . . . . . . . . . . . . . . . . . . 190

8.4. Remote sensing of surface parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

8.5. Remote sensing of the mixing height . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196

8.6. Future developments and requirements to use the full potential of
satellite imagery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

9. CONCLUSIONS AND RECOMMENDATIONS . . . . . . . . . . . . . . . . . . . . 199

9.1. General remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
9.2. Improvement of existing pre-processors, schemes and models for the

surface energy budget . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200

9.2.1. Understanding of physical processes . . . . . . . . . . . . . . . . . . . . . . . 200

9.2.2. Implementing improved knowledge: modelling tools and reg-
ulatory applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201

9.3. Improvement of existing pre-processors, schemes and models for the
mixing height . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202

9.3.1. Understanding of physical processes . . . . . . . . . . . . . . . . . . . . . . . 203

9.3.2. Schemes and regulatory models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205

9.4. Improving data availability and quality for research and applications 206

9.4.1. Data gaps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206

9.4.2. Monitoring strategy for required parameters . . . . . . . . . . . . . . . 207

9.4.3. Need and planning of future field campaigns . . . . . . . . . . . . . . . 209

APPENDIX 1: SOME FORMULATIONS FOR ESTIMATING THE
MH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213

ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217



COST715 WG2 Introduction 7

1. Introduction

Urban areas are the site of most anthropogenic pollutant emissions and where the vast
majority of Europeran citizens live (ca. 70%). Consequently, there is a strong scientific,
governance and societal need for accurate and effective assessments and forecasts of
air pollution in urban areas. Urban meteorology and pollution are characterised by a
number of fundamental parameters and their evolution in time, which all have specific
problems as to their monitoring, representativeness, parameterisation and modelling.
Within the joint European project COST-7151 (Urban Meteorology Applied to Air
Pollution Problems; COST-715, 2004), its Working Group 2 (WG2) addressed the
specific problems of determining and simulating the surface energy balance and the
mixing height, which are critical components in many algorithms and/or numerical
models. The surface energy balance together with the surface temperature and heat
fluxes determine the hydrostatic stability conditions in the lower atmosphere, which
regulate the mixing of pollutants, whereas the mixing height parameter determines the
available volume for pollutant mixing.

WG2 addressed these issues along the following lines:

• To review relevant theoretical concepts of the structure of the urban boundary
layer.

• To review and assess pre-processors, schemes and models for determining the
mixing height, the surface energy budget and the stability, which are available
to the participants.

• To identify and review suitable data sets within and outside the group that could
be used to test and validate the pre-processors and models.

• To carry out inter-comparisons and to summarise comparisons of different schemes
against each other and against data under specific conditions.

• To assess the influence of certain specific effects such as complex topography,
strong heterogeneity, slope effects and canopy trapping on surface properties
and fluxes.

• To assess the suitability of remote sensing tools to estimate canopy characteristics
and surface fluxes and the mixing height.

• To provide recommendations for the improvement of existing pre-processors and
models and for the development of new schemes.

• To provide recommendations for planning and conducting field campaigns in
order to fill the important existing gaps for empirical data of key parameters for
urban air pollution.

1COST is an acronym for co-operation in the fields of science and technology
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• To provide recommendations for developing meteorological monitoring able to
representatively describe various fields and processes under urban conditions.

• To promote co-ordination of related activities in Europe of presently scattered
works, objectives, and responsibilities.

In the course of this COST-Action, the working group participated in several experi-
ments and organised 3 open workshops with external experts:

1. Surface energy balance in urban areas, Antwerp, Belgium, 12 April 2000 (COST-
715, 2002a),

2. Urban boundary layer parameterisations, Zurich, Switzerland, 24-25 May 2001
(COST-715, 2002b),

3. Mixing height and inversions in urban areas, Toulouse, France, 3-4 October 2001
(COST-715, 2002c).

During this COST-715 Action (1998-2004), in parallel and beyond the scientific work
per se, the participating groups had the possibility to compare their respective experi-
ence and gaps in data or models. Consequently, it was possible to bring together var-
ious expertise and tools in order to promote, coordinate and optimise intra-European
synergy through cooperation between national research activities. This was a ma-
jor benefit offered by the COST framework, which is the oldest (funded in 1971)
and widest (including 35 Member States) European intergovernmental network (see
http://ue.eu.int/cost/default.asp or http://cost.cordis.lu/src/home.cfm).
This report does not aim to be exhaustive but is primarily related to activities of WG2
Members, the outcome of these workshops and recent experiments and includes also
findings from the literature. It complements the COST 715 Final Report (COST-715,
2004) in which the overall picture of urban air pollution meteorology from the point of
view of science and air quality applications is addressed.

The present report is structured in the following way: after a short description of
the basic concepts and issues in Section 2, Section 3 introduces some of the methods
treating the surface energy budget for urban conditions, Section 4 the methods available
to determine the mixing height. Section 5 describes some of the major European
campaigns for urban meteorology, Sections 6 and 7 show the empirical and numerical
results for the surface energy balance and the mixing height, respectively. Section 8
describes the use of remote sensing methods in urban studies, and finally Section 9
presents conclusions and recommendations based on the previous findings.
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2. The specific problems of urban meteorology

2.1. Characteristics of the urban canopy

There is a strong body of knowledge and understanding of the classical homogeneous
atmospheric boundary layer (ABL). In contrast the urban boundary layer (UBL) is
more complex due to several specific features and processes but has recently started
to receive more attention for characterising and understanding its structure and be-
haviour. The main disturbing features of the urban environment are the buildings,
of different heights and shapes, extending well into the classical homogeneous surface
layer, where otherwise the Monin-Obukhov similarity theory (MOST) applies. The
buildings introduce a large amount of vertical surfaces, high roughness elements, arti-
ficial materials, and impervious surfaces.

The urban canopy is defined as the layer between ground and approximately the roof
level, where most of the pollutant sources and receptors (humans, vegetation and ma-
terials) are located. The urban canopy layer (UCL) is composed of individual street
canyons and other building arrangements of high elevation, from a few metres to several
tens of metres. The array of streets induces partial channelling of the lowest level flow
while high roughness elements induce the occurrence of a thick roughness sub-layer
(Fig. 2.1) above the UCL.

The roughness sub-layer (RS) of height z∗, with a much larger vertical extent than
found in classical boundary layers, occupies the first tens/hundreds of meters above the
surface. An important practical consequence is that the MOST is not valid within the
horizontally and vertically inhomogeneous RS, where turbulent fluxes of momentum,
energy, moisture and pollutants are height dependent (e.g., Rotach, 2001). Above the
inhomogeneous RS is the remainder of the surface layer, i.e., the inertial sub-layer
where vertical turbulent fluxes are roughly constant with height. Only in the upper
part of the surface layer (i.e., the inertial sub-layer), contributions from individual
surface roughness elements are blended into possibly representative averages (Taha and
Bornstein, 2000). Yet in certain circumstances the existence of the inertial sub-layer is
questionable.

The building and ground covering materials have radiative properties such as albedo
and emissivity different from the natural grounds and vegetation. In addition, they
have not only horizontal but also vertical and/or slanted orientations, which strongly
alter radiative transfers and the energy budget.

Also, the urban surfaces react to precipitation and evaporation quite specifically since
many of them are impervious (roofs) and connected to drainage systems and some are
semi-impervious over soils that have been disturbed or reshaped to improve drainage
of the ground upper layers. As a consequence, the horizontal water flows within the
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ground are different from their counterparts in natural grounds. In densely built dis-
tricts, the vegetation is scarce, thus reducing the evapo-transpiration.

Figure 2.1: Sketch of the urban boundary layer structure indicating the various (sub)lay-
ers and their names (from Rotach et al., 2004a; modified after Oke, 1987).

The horizontal heterogeneity of the districts, at the kilometre scale, with sometimes
strong roughness and/or temperature transitions, may generate a series of internal
boundary layers (IBL). Their superposition increases the vertical heterogeneity of the
lower surface layer.
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Another source of horizontal heterogeneity is the presence of strong point sources of
heat and water vapour in the middle of otherwise dry grounds, e.g., power plants and
industrial areas. Urban areas therefore include very heterogeneous sensible and latent
heat sources from surface transfers (ground and buildings), diverse low level point
sources (household heating, automobiles), and elevated point sources (stacks). This is
also the case for pollutant sources, where point and line sources (e.g., stacks and street
traffic) differ largely from the surface and dispersed sources.

The structure of the UBL has a series of physical consequences that are well recog-
nised, although not always quantitatively assessed. The urban heat island (UHI) is the
temperature distribution at ground level with higher temperatures at the city centre
that is evidenced predominantly at night and also in the long term statistics. The
series of dynamic and thermal internal boundary layers destroy the UBL wind fields
equilibrium, generate local flows between the city centre and its outskirts and between
the various districts (quarter breezes), as well as thermal convection. The presence
of the city also enhances fog and precipitation, probably due to the increase in cloud
condensation nuclei (CCN) from particulate pollution. The influence of the city may
be observed not only in the atmosphere above the city itself but also downwind where
an ”urban plume” is generated by the city disturbances; its vertical extension is lim-
ited by the ABL top which in turn limits the dilution of the pollutants, and the urban
plume may be observed at large distance from the city (Changnon, 1981; Piringer and
Baumann, 1999b).

Meteorological stations in urban areas should be sited so that their data reflect the
characteristic meteorological state of the urban environs (district/quarter) under con-
sideration, excluding localised influences. For surface energy balance observations,
instruments must be placed above the RS. This height, z∗, is usually expressed as a
function of the roughness element separation and/or the mean building height hr. As
a rule-of-thumb, z∗ is somewhere between 2 – 5 hr (see Fig. 2.1 b-c). With instruments
mounted at such heights, the area for which the measurements are representative (the
flux footprint), typically is of the order of 102 – 104 m2. The exact dimensions and
area of influence will vary with the exact height of measurements and roughness of the
surface, as well as with wind speed, direction and atmospheric stability. The area of
influence is much greater at night, a factor that must be considered when interpreting
surface controls on urban energy balance fluxes through time. If large observational
heights are necessary, the foot-print of the observation may become very large and rep-
resent inhomogeneous surface covers. Achieving uniform upwind fetch may be difficult
to meet in parts of typical European cities.

The WMO-guideline for rural stations declares wind measurements as representative
if placed 10 m above ground without close obstacles; temperature and humidity mea-
surements have to be conducted at 2 m. For urban areas, no guidelines for proper
siting exist, although this issue is presently under review by WMO (Oke, pers. comm.,
2004). This difficult issue is related to the vast amount of morphometric parameters
characterising surface properties.
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Surface characteristics like albedo, thermal properties, roughness, or moisture availabil-
ity significantly control the surface energy balance partitioning of any surface. There-
fore, detailed surface information is needed when modelling or estimating the surface
energy balance. In contrast to most natural surfaces, urban landscapes show a much
larger bandwidth and variability of surface characteristics. It is not possible to present
universal “urban” surface values, which are valid for all types of urban neighbourhoods
worldwide.

By defining distinct categories of urban neighbourhoods, typical surface characteris-
tics can be attributed to each of these categories. A classification can be done based on
maps or aerial photos. Digital land-use classification datasets often provide different
urban classes, and are a source of increasing importance, e.g., the BDTopo dataset by
IGN France was analyzed for the derivation of surface parameters in Marseille (Long
et al. 2003). Unfortunately, most land-use classifications are classified by functional
aspects (residential, industrial) and not by surface morphometry or surface cover. Fo-
cussing on meteorological aspects, Ellefsen (1991) classifies North American cities by
building contiguity, construction, and materials into 17 Urban Terrain Zones (UTZ).
On the other hand, the new WMO guideline on urban observations suggests seven
Urban Climate Zones (UCZ) (Oke, pers. comm., 2004). Fehrenbach et al. (2001) have
automated the classification of urban climatological neighbourhoods by satellite image
analysis. However, no universal classification scheme exists. Historical development
results in a huge variety of urban neighbourhood types worldwide. The more complete
a description scheme is, the more it is restricted to a specific (historical) region, e.g.,
UTZs are difficult to apply to non-North-American cities because typical morphometry
and building materials do not correspond.

An appropriately chosen set of surface parameters can be related to physical pro-
cesses. For example, it is not surprising that the area covered by vegetation drives
the magnitude of the latent heat flux, or that morphometric parameters help to de-
scribe the roughness and turbulence characteristics over a particular urban surface.
Therefore, one can outline the most important characteristics as follows:

Urban Cover

Two dimensional plan aspect ratios describe the two dimensional surface fraction of
a particular surface type per total plan area (as viewed from above). They are also
known as “plan area fractions”. Plan aspect ratios can be easily retrieved from maps,
geographic information systems, aerial photos, or from high resolution satellite images.
Table 2.1 lists the most often used plan aspect ratios, which are sometimes further
divided into subcategories. Figure 2.2 shows the surface fractions from 20 European
and North American neighbourhoods where urban surface flux experiments were carried
out in the last 20 years. It also illustrates worldwide sets of typical “suburban” and
“urban” surfaces clusters.
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Three dimensional structure

Three dimensional (3D) morphometric parameters describe the configuration of urban
buildings (and sometimes include vegetation). They are often used in parameterisations
to describe drag and turbulence production or to model storage heat flux densities
and surface temperatures. Grimmond and Oke (1999b) review methods to deduce
aerodynamic properties from a set of morphometric parameters. Table 2.1 also lists
the most important morphometric parameters used in urban meteorology. For more
and more cities, authorities provide digital 3D building data sets, which are a powerful
tool for the analysis of urban surface forms (Fig. 2.3). Such high resolution models can
provide detailed measures of three dimensional parameters, and additionally vertical
profiles e.g. of building volume density and sky view factors.

Urban materials

They are of great importance especially for the estimation of radiative properties and
the determination of storage heat flux densities, construction materials of the build-
ings (roofs, walls). Detailed analysis of aerial photos or field surveys can provide the
necessary information.

Table 2.1: Parameters used to describe properties of urban surfaces and the range of
typical values for suburban, urban, and high-rise neighbourhoods. The range of values
given for the three dimensional structure (b) does not take vegetation into account. The

typical values are taken from the experiments listed in Fig. 2.2.

(a) Urban Cover

λP Plan area ra-
tio of build-
ings

Describes the plan area
covered by buildings per
total plan area.

Urban: 35 – 65%
Suburban: 15 - 40%

λV Plan area ra-
tio of vegeta-
tion

Describes the plan area
covered by vegetation
(and sometimes also un-
managed bare soil) per
total plan area.

Urban: 0 – 35%
Suburban: 35 – 70%

λI Plan area ra-
tio of impervi-
ous surfaces

Describes the plan area
covered by impervious
surfaces, which are not
buildings (e.g. streets,
parking lots, pavements)
per total plan area.

Urban: 20 – 50%
Suburban: 10 – 40%
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(b) Three dimensional structure

zH Mean build-
ing height

The (area-weighted) av-
erage height of all build-
ings.

Suburban: 4 – 8 m
Urban: 8 – 20 m
High-rise: > 20 m

λF Frontal as-
pect ratio (or
frontal area
index)

Ratio of the total pro-
jected frontal area of
buildings to the total
plan area. Including veg-
etation λF can be in-
creased by a factor up
to 4.

Suburban: 0.1 – 0.3
Urban: 0.1 – 0.6
High-rise: > 0.4

λC Complete
aspect ratio
(or surface
enlargement)

Ratio of the complete 3-
D surface area per to-
tal plan area (Voogt and
Oke, 1997).

Suburban: 1.3 – 1.8
Urban: 1.5 – 2.0
High-rise: > 2

VP Normalized
building vol-
ume

λP ·zH . Building volume
per total plan area.

Suburban: 1 – 3 m3

m−2

Urban: 3 – 15 m3

m−2

High-rise: > 15 m3

m−2

Dx Characteristic
inter-element
spacing (a)

The distance between
building centroids in
ideal arrangements
(wind tunnel). For
real urban surfaces the
characteristic spacing
between buildings.
Dx = Lx + Wx

Wx Characteristic
canyon width
(a)

The distance in between
buildings in ideal ar-
rangements (wind tun-
nel). For real urban sur-
faces the average width
of free space in between
buildings (and therefore
including backyards and
open areas).

λS Canyon as-
pect ratio (or
canyon height
to width ratio

A widely used ratio
between the average
building height zH and
the characteristic canyon
width Wx.

Suburban: 0.1 – 0.5
Urban: 0.5 – 2
High-rise: > 2
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Lx Characteristic
building
breath (a)

The breadth of buildings
in ideal arrangements
(wind tunnel). For real
urban surfaces the aver-
age breadth of buildings.

λB Building
height to
width ratio

zH / Lx. The ra-
tio between the average
building height zH and
the characteristic build-
ing breath Lx. Often
used in wind tunnel or
numerical studies.

Suburban: < 1
Urban: 1 – 3
High-rise: > 2

ψS Sky view fac-
tor

For a particular point,
the sky view factor de-
fines the fraction of the
sky directly seen in to
the total of the upper
hemisphere. ψS0 is the
spatial average sky view
factor at ground level
(outside buildings).

For an idealized infinite
long canyon, the aver-
age ψS0 in the canyon
is related to λS by
λS = 0.5 tan(cos1(ψS0))
(Oke, 1981).

Suburban: 0.6 – 0.9
Urban: 0.3 – 0.6

(a) Usually, Dx, Wx and Lx are given for the along wind direction in a wind tunnel, and a
separate set of Dy, Wy and Ly describe the building arrangement in the direction perpendic-
ular to the mean wind. However, for real cities integral information over all wind direction is
given.
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Figure 2.2: Plan aspect ratios of neighbourhoods around experimental urban flux sites.

All surfaces are classified into three categories: Plan aspect ratios of buildings

λP , plan aspect ratio of vegetation λV (including unmanaged land, bare soil

and open water) and plan aspect ratio of impervious surfaces λI . The labels

refer to experimental sites and the numbers to the year of the measurement

campaign. Sources: V83: Vancouver, Canada (Cleugh and Oke, 1986). Tu90u:

Tucson, USA; S91u: Sacramento, USA; C92: Chicago, USA (all Grimmond and

Oke, 1995). Me93: Mexico City, Mexico (Oke et al., 1999). Vs92, Vl92: Vancou-

ver, Canada; A93, A94: Los Angeles, USA; Sg94, San Gabriel, USA; Mi95, Mi-

ami, USA; C95: Chicago, USA (all Grimmond and Oke, 1999a˚). Ch95, Ch97:

Christchurch, New Zealand (Spronken-Smith, 2002). B96: Basel, Switzerland

(Feigenwinter et al., 1999). To98: Tokyo, Japan (Kanda et al., 2002). Lo01:

Lodz, Poland (Offerle et al., 2003). M01u: Marseille, France (Mestayer et al.,

2004). B02u1, B02u2, B02u3, B02s1: Basel, Switzerland (Christen et al., 2003).
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Figure 2.3: The visualization shows a 1 m digital building model for the surrounding of

the urban long-term flux site “Basel-Spalenring” in Basel, Switzerland ( c© GVA

Basel-Stadt).

2.2. Practical modelling applications

The basic problem at hand is to be able to represent and forecast adequately
meteorological and pollution fields, especially their diurnal evolution, over ur-
ban areas. The quality of urban air pollution forecasts and Urban Air Quality
Information and Forecasting Systems (UAQIFS) critically depends on: (i) the
mapping of emissions, (ii) the urban air pollution (UAP) models, and (iii) the
meteorological fields in urban areas. The main issue in forecasting UAP is the
prediction of episodes with high pollutant concentration in urban areas where
most of current/common methods and models, based on in-situ meteorologi-
cal measurements, have difficulties to realistically reproduce the meteorological
input fields for the UAP models.

UAP models in operational UAQIFSs, as a rule, use simple in-situ meteorolog-
ical measurements which are fed into meteorological pre-processors (Fig. 2.4).
These pre-processors do not achieve the potential of numerical weather predic-
tion (NWP) models in providing all the meteorological fields needed by modern
UAP models to improve urban air quality forecasts as they lack an adequate
description of physical phenomena and the complex data assimilation and pa-
rameterisations of numerical weather prediction models. On the other hand,
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during the last decade, substantial progress in the description of urban atmo-
spheric processes and in NWP modelling was achieved (see Sections 3.2 and
3.5).

Nevertheless, in recent years, a number of boundary-layer parameterisation
schemes has been developed to estimate the components of the surface energy
balance (net radiation, sensible heat flux) and other UBL parameters (wind,
temperature and turbulence profiles, the mixing height) on a routine basis from
hourly standard meteorological data. For the former terms, the most referred
ones are the method of van Ulden and Holtslag (1985) and of Berkowicz and
Prahm (1982). COST-710 (1998) reviewed and performed inter-comparisons
of these methods against rural data. Possible errors and differences between
methods used in this pre-processing can be of comparable or even greater impor-
tance to errors occurring in the dispersion modelling itself. Most of these models
were developed and validated using data from flat, grass-covered environments.
These approaches are therefore limited to horizontally quasi-homogeneous con-
ditions, which is seldom the case in urban conditions (see above).

Figure 2.4: Current regulatory (dash line) and suggested (solid line) ways for systems

of forecasting of urban meteorology for UAQUIFSs.
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3. Pre-processors, schemes and models for the surface energy

budget

3.1. The urban surface energy budget

The surface energy balance (SEB) is the key component of any model aiming
to simulate dynamical and thermodynamical patterns above the surface (e.g.,
Kallos, 1998; Mestayer, 1998). For a rural environment with a low plant cover
the surface radiation budget and SEB are written:

Q∗ = K ↓ −K ↑ +L ↓ −L ↑= QH + QE + QG [W m−2] (3.1)

where Q∗ is the net all-wave radiation; K ↓ the incoming shortwave radiation;
K ↑= α0.K ↓ the outgoing, reflected shortwave radiation where α0 is surface
albedo; L ↓ the incoming long-wave radiation from the sky and surrounding
environment ‘seen’ from the observation point; L ↑= ε0σT 4

s + (1 − ε0)L ↓ the
outgoing long-wave including both that emitted from the surface consistent
with its emissivity ε0 and absolute surface temperature Ts, and the reflected
incoming long-wave; QH the turbulent sensible heat flux; QE the turbulent
latent heat flux; and QG the soil heat flux.

For a city, additional sources of energy need to be considered in theory, the
fluxes of heat due to combustion of fuels (QF ) by:

— the traffic, at ground level,

— the domestic heating, through wall heat transfers and direct release from
chimneys,

— the similar heat releases of small dispersed industries,

— elevated point sources of warm discharges (high stacks),

thus, yielding:

Q∗ = K ↓ −K ↑ +L ↓ −L ↑= QH + QE + QG + QF [W m−2] (3.2)

The anthropogenic energy sources that must be introduced in the models de-
pend on their use and on the definition of the “surface” in this context. In the
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case when a SEB model is used as a pre-processor for an atmospheric/meteorolo-
gical numerical model, the surface is the lower limit of this model’s computa-
tional domain: its elevation defines which energy sources must be taken care
of by the SEB model and which ones must be modelled as elevated sources
within the second, or higher, computational grid level. The “surface” may thus
be high above the canopy in meso-scale simulations, or just millimetres above
ground when the canopy layers are within the simulation domain (Martilli et
al., 2002; Dupont et al., 2004). Most often, the “surface” is conceptually that of
the top of the urban canopy, i.e., the mean roof-level when it may be recognised
without ambiguity.

In experimental data analysis, when measurements have been performed above
the roofs, the urban SEB is made up of directly measured terms, each one
including automatically part of the energy released by combustion:

Q∗ = K ↓ −K ↑ +L ↓ −L ↑= QH + QE + ∆QS [W m−2] (3.3)

where the imbalance term ∆QS includes the storage heat flux in the urban
fabric, the ground and the air layer, which extends from the surface to a level
where the vertical heat exchange divergence is negligible (constant flux layer).
This balance (3.3) therefore applies to the top of the urban canopy plus a
substrate volume (see Oke, 1988). The form of these three equations assumes
that the surface is of sufficient horizontal extent (fetch) that advection can
be considered negligible. However, this assumption is often not well verified in
urban areas due to strong horizontal contrasts in temperature and heat sources.

When comparing urban to rural conditions, the following general statements
can be made regarding the components of the SEB:

• The radiation budget does not differ significantly for urban and rural
surfaces, as the increased loss of net thermal long-wave radiation is partly
compensated by a gain in net shortwave radiation due to a lower albedo.

• The turbulent fluxes of sensible and latent heat, as well as their
ratio (β = QH/QE , the Bowen ratio) are variable, depending in par-
ticular on the amount of rainfall that fell during the previous hours or
days. However, the impermeability of urban surfaces generally reduces
the availability of soil moisture for evaporation after a few rainless days,
generally leading to high values of the Bowen ratio.
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• The storage heat flux is usually significantly higher in urban areas
compared to densely vegetated surfaces.

• The anthropogenic heat flux is a most typical urban energy component
as it is generally absent over rural or natural surfaces.

As to the parameters that characterise the surface, the difference between urban
and rural environments can be summarised as follows:

• The albedo (hemispheric reflectivity) is variable for both urban and rural
surfaces, though urban surfaces may be darker.

• The emissivity of rural surfaces is often quoted to be close to 0.98,
whereas for urban surfaces one encounters lower figures, mainly in the
range 0.85-0.95.

• The aerodynamic surface roughness of cities (one to a few metres) is at
the high side of the spectrum for continental surfaces (see Mestayer and
Bottema, 2002 in COST-715, 2002b).

• A typically urban feature is the large momentum to heat roughness
lengths ratio z0/z0t. This is caused by the presence of so-called bluff
elements, i.e., solid rather than permeable obstacles (see Garratt, 1992).

• Moisture availability in cities is generally rather low due to the pres-
ence of impermeable surfaces and the relative absence of vegetation. It
should be noted, though, that immediately after rain, a city may be wet-
ter than its rural surroundings. The term “moisture availability” is a
vague concept; physical parameters closely related to this quantity are
vegetation fraction cover and volumetric soil moisture.

• Thermal inertia (also referred to as thermal admittance, defined as
(ksρscs)

1/2, with ks the thermal conductivity, and ρscs the specific heat
capacity of the soil substrate) is marginally higher for urban surfaces:
around 1800 compared to rural values of 1500 J m−2 s−1/2 K−1.

3.2. Preprocessors and models

In the following Sections 3.2.1-5, examples of models and pre-processors with
urban parameterisations that require standard meteorological observations as
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well as numerical models with detailed surface exchange parameterisations are
given to show the range of procedures available today.

3.2.1. Local-scale Urban Meteorological Pre-processing Scheme (LUMPS)

Grimmond and Oke (2000, 2002) developed a linked set of equations to cal-
culate heat fluxes, and in turn atmospheric stability, specifically designed for
the urban environment. The scheme is basically an urban-specific modifica-
tion of the approach of Holtslag and van Ulden (1983). This pre-processor
scheme (LUMPS – Local-scale Urban Meteorological Pre-processing Scheme)
makes use of parameterisations that require standard meteorological observa-
tions, supplemented by basic knowledge of the surface character of the target
urban area.

Ideally LUMPS is forced by observed short- or net radiation data, but these
fluxes also can be modelled. Heat storage in the urban fabric, including hys-
teresis, is parameterised from the radiation and surface cover information using
the objective hysteresis model (OHM; Grimmond et al., 1991; Grimmond and
Oke, 1999a):

∆QS =
n

∑

i=1

(λiα1i)Q
∗ +

n
∑

i=1

(λiα2i)∂Q∗/∂t +
n

∑

i=1

(λiα3i) [W m−2] (3.4)

where the λi are the plan fractions of each surface type in the area of interest and
the αxtzgι are the corresponding empirical coefficients. These αtcoefficients have
been deduced from a re-analysis of the Multi-city Urban Hydrometeorological
Database (MUHD, see also Section 6.1.1) obtained from ten sites in seven North
American cities.

The turbulent sensible and latent heat fluxes are calculated using the available
energy and a simplified Penman–Monteith/Priestley–Taylor type of equation
using a measure of the surface moisture status, given by the fraction of the sur-
face covered by vegetation, and temperature. LUMPS has been shown to per-
form well when evaluated using data from North American cities. The MUHD
database is currently extended to include experimental data from European
urban sites (Grimmond, personal communication, 2004).
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3.2.2. The Town Energy Balance (TEB) scheme

The Town Energy Balance (TEB) scheme of Masson (2000; see also COST-715,
2002a) is one of the most detailed parameterisations of urban effects within cur-
rent numerical models with an explicit consideration of the effects of buildings,
roads, and other anthropogenic building materials on the urban surface energy
budget.

The TEB scheme is built following the canyon approach, generalised in order
to represent larger horizontal scales. The physics treated by the scheme is
relatively complete. Due to the complex shape of the city surface, the urban
energy budget is split into three surface energy budgets separately for roofs,
roads, and walls, respectively. Orientation effects are averaged for roads and
walls. Up to two energy budgets are added for snow when it is present on roofs or
roads. Some of the physics was derived from the literature (long-wave radiation
or thermal conduction through surfaces), since they are classically assumed to
estimate temperatures in conditions without feedback towards the atmosphere
(during nights with calm wind). However, most parts of the physics need an
original approach (short-wave radiation, thermodynamical and anthropogenic
flux treatment, rain and snow), since they occur when interaction with the
atmosphere is strong.

TEB therefore uses the following original city representation:

1. Within the model mesh, all buildings have the same height and width,
with the roof level at the surface level of the atmospheric model.

2. The buildings are located along identical roads, the length of which is
considered far greater than their width; the space contained between two
facing buildings is defined as a canyon.

3. Any road orientation is possible, and all exist with the same probability.
This hypothesis allows the computation of an averaged forcing for road
and wall surfaces. In other words, when the canyon orientation appears
in a formula (with respect to the sun or the wind direction), it is averaged
over 360˚. In this way, no discretisation is performed on the orientation.
The radiative trapping is the subject of an original development, including
estimation of the solar flux received either by the walls or the roads ac-
counting for the shadow effects, scattered solar radiation reflections with
sky-view factors resolving a geometric system for an infinite number of re-
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flections, and the trapping of long-wave radiation by the canyon surfaces
computed with one re-emission.

The TEB model does not use one urban surface temperature (representative
of the entire urban cover), but three surface temperatures, representative of
roofs, roads and walls. To treat the conduction fluxes to or from the building
interiors (roof, wall) or the ground (road), each surface type is discretised into
several layers, typically 3 layers. The heat fluxes between the surfaces and
the canyon are computed using a resistance approach, with transfer coefficients
using a parameterised canyon ventilation wind speed. The turbulent heat fluxes
to/from the roofs are also recovered from classical boundary-layer laws, because
the roof heights are supposed uniform, using a roughness length of 0.15 m.

3.2.3 The Finite Volume Model (FVM) urban module

A detailed surface exchange parameterisation scheme has been developed by
Martilli et al. (2002, see also COST-715, 2002a) in the meso-scale FVM model
to simulate semi-explicitly the canopy layers with the “porosity-drag” approach.

The lowest model level is at the physical ground. The city is characterized
by an array of buildings of the same width located at the same distance from
each other (canyon width W ) but with different heights zH , with a probability
P (zH) to have a building height zH . The street-canyon length is equal to the
horizontal grid size.

Roofs, walls, and the canyon floor are considered as active surfaces. For the
exchange of momentum, horizontal and vertical surfaces are treated separately.
Two different roughness lengths are defined for the roof and canyon floors, re-
spectively. The momentum sink from friction on horizontal surfaces is vertically
distributed in all the model levels within the urban canopy.

The contribution of the walls is parameterised with a porous drag force approach
as usually adopted in vegetation canopy models:

Fu
v
j = −ρCdrag |U ort

j |U ort
j Sj (3.5)

where U
ort
j is the horizontal wind speed component, orthogonal to street direc-

tion at level j, and ρ is the density of air, Cdrag a drag coefficient of a square
cylinder (≈0.4), and Sj the total surface of walls at level j. In the turbulent
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kinetic energy (TKE) equation of the k-l closure model, a source of TKE by
building wakes is added while the mixing length l is modified to account for the
building-induced eddies in the canopy layers which are assumed to be of the
same size as the buildings.

The sensible heat fluxes are determined as a function of the difference between
the air temperature and the corresponding surface temperature. The short and
long wave radiative fluxes are computed by taking into account the shadows
and multiple reflection effects of the street canyon element with a unique street
direction per grid-mesh. The urban latent heat fluxes are neglected in the
original formulation.

3.2.4. The SM2-U soil model

The “soil model for sub-mesoscale urban”, SM2-U, is based on the force-restore
model of Noilhan and Planton (1989) for the transfers between the atmosphere,
one vegetation layer, and three soil layers in its most recent version, ISBA-3L
(Boone et al., 1999). It keeps the principal characteristics of this “soil” model
and was developed as a pre-processor for fine resolution sub-mesoscale simula-
tions. The surface dynamic influence is represented through roughness lengths
and displacement heights. Except for radiation reflections and water runoff
from saturated surfaces, the horizontal exchanges inside the urban canopy are
not explicitly simulated, considering that the effects of wind advection between
urban surfaces is accounted for by the atmospheric model above, due to the
fine spatial resolution of the computational grid (100-1000 m).

SM2-U separates 8 types of surfaces (see Figure 3.1), namely: bare soil with-
out vegetation (denoted “bare”), bare soil located between sparse vegetation
elements (nat), vegetation over bare soil (vegn), vegetation over paved surfaces
(e.g., trees on the road side: vega), paved surfaces located between the sparse
vegetation elements (pav), paved surfaces located under the vegetation (cova),
building roofs (roof ), and water surfaces (wat). Three soil layers are considered:
a surface layer for the natural surfaces (nat+vegn and bare), allowing evalua-
tion of the evaporation fluxes from the bare soils; a root zone layer representing
the influence area of the vegetation roots; and a deep soil layer used as a water
reservoir for dry periods. Roof surfaces are considered fully impervious while
paved surfaces are semi-impervious, letting water infiltrate downwards but not
upwards. The model includes the constants for 11 soil classes, 11 vegetations,
3 water bodies, 4 roof materials, and 2 paved surface materials.



26 Final report COST715 WG2

In each cell, the model solves equations for surface temperature Tsi, specific
humidity qvsi, and energy fluxes for each of the 8 surface covers i, as

∂Tsi/∂t = CT iQGi − (2π/τ)(Tsi − Tsoil) (3.6)

for i ∈ {bare, nat, pav, vega, vegn}, where τ is the day duration, CT i(= ρscs)
the surface layer heat capacity, Tsoil the underlying soil layer temperature ob-
tained from its own heat budget, and QGi is the heat storage computed as the
imbalance in the i’s SEB (see Eq. 3.2). In this budget the anthropogenic heat
flux QF may include contributions from vehicles and heat flux through building
roofs.

The three-dimensional structure complexity of the urban canopy is not ex-
plicitly simulated at the sub-grid scale: the horizontal effects are expected to
be taken into account by the fine resolution of the computational grid, but the
canopy vertical dimension influence is accounted for by parameterisation rela-
tionships. The building walls are integrated in the paved surface temperature
and energy budget equations. Schematically, this consists in solving the energy
budget of a street canyon (Fig. 3.1) instead of paved horizontal surfaces alone.
Thus, Ts pav corresponds to an effective average temperature of street canyon
surfaces while the heat stored by walls and the radiative trapping, which are
the principal effects of the canopy thickness, are integrated in the paved surface
energy budget. The building walls are actually considered in three ways: first
by modifying the surface atmospheric resistance to the heat flux (to account
for heat stored by walls); second by modifying the energy budget to include the
heat flux through the walls; third by considering the radiative trapping inside
the streets by means of a corrective factor to the paved surface albedo, called
street canyon effective albedo.

This effective albedo depends on the individual wall and paved surface albedos,
the street aspect ratio, and the sun position with respect to the average street
axis direction. The computation of the street canyon effective albedo is similar
to Masson’s (2000) as shown by Dupont et al. (2003). The effective emissivity
of the street canyon is that of the paved surfaces.

SM2-U has been implemented in SUBMESO, a high-resolution atmospheric
model developed on the basis of the Advanced Regional Prediction System
(ARPS) Version 3 (Xue et al., 2000, 2001) by Dupont (2001) and in MM5 by
Otte et al. (2003). Its transposition, implementation and test with other NWP
models is part of the EU-project FUMAPEX (see Sections below).
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Figure 3.1: (a) Scheme of the SM2-U energy and water budget models with 8 surface

types (pav, cova, bare, nat, roof, vega, vegn, wat) and 3 soil layers; (b) Energy

budget of paved surfaces.

3.2.5. Urban parameterisations in the Advanced Regional Prediction Sys-
tem (ARPS)

The Advanced Regional Prediction System (ARPS) is a non-hydrostatic meso-
scale meteorological model developed at the Center for Analysis and Prediction
of Storms (CAPS) at the University of Oklahoma (Xue et al., 2000, 2001). An
advanced land surface scheme (De Ridder and Schayes, 1997) was incorporated
in ARPS Version 4 to study the impact of land use changes on atmospheric
circulation and pollutant dispersion (Lefebre et al., 2004). The surface scheme
calculates the interactions between the land surface and the atmosphere, in-
cluding the effects of vegetation using the big-leaf approach, partitioning the
net radiation between the sensible and latent heat turbulent fluxes and the
storage heat flux. Sub-grid terrain heterogeneity is accounted for by separately
calculating energy fluxes for bare soil and vegetation, obtaining a grid-average
flux weighted with fractional occurrences.
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Turbulent heat fluxes at the land surface are treated by means of bulk for-
mulas derived from the Monin-Obukhov similarity theory (MOST). Using the
resistance formalism, the sensible heat flux can be written as:

(QH/ρcp) = (T0 − Ta)/(ra + rb) (3.7)

where cp is the heat capacity of air at constant pressure, To is the aerodynamic
surface temperature (i.e., the temperature of air in contact with the surface) and
Ta the air temperature at the first level of the model. It should be noted that
for urban areas, the definition of To, and that of the surface, is not unambiguous
(see Section 8.3). The aerodynamic and laminar resistances are given by the
following expressions:

ra = (κ2Ua)
−1 ln(za/z0)

2F (RiB); rb = κu∗ ln(z0/z0t) (3.8)

where κ is von Kármán’s constant, Ua the wind speed at level za in the surface
layer, z0 and z0t are the roughness lengths for momentum and temperature, F
is a stability function based on the bulk Richardson number RiB , and u∗ is the
friction velocity.

In the context of urban air quality modelling studies, the land surface model
was upgraded to better represent urban areas. In this approach, cities were
represented as bare soil, though with appropriate values for albedo, thermal
admittance, and roughness. Furthermore, urban surfaces were considered im-
permeable for rainfall. However, the most fundamental change consisted in
the incorporation of Brutsaert’s (1975, 1982) temperature roughness parame-
terisation for a surface consisting of bluff-rough (solid) elements representative
of building arrays, as opposed to permeable-rough (porous) obstacles that are
associated with vegetation, and reads as follows:

z0t/z0 ≈ 7.4 exp(−2.5Re
1/4
∗ ) (3.9)

where Re∗ = u∗z0/ν is the roughness Reynolds number, with ν the kinematic
viscosity of air. The choice for this particular parameterisation was made fol-
lowing experimental work by Voogt and Grimmond (2000), who obtained a fair
agreement between measured and estimated sensible heat fluxes when the esti-
mation was done using measured radiative surface temperatures in combination
with a bulk formula for sensible heat based on Brutsaert’s expression.
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Inserting typical values in the above expression, it is readily found that for
cities, values of z0/z0t may become more than an order of magnitude larger
than the value of 10 which is generally cited for vegetation (Garratt, 1992). The
resulting extremely small values of z0t, combined with relatively low wind speeds
generally found over cities (owing to the high momentum roughness), lead to
a very high resistance for turbulent heat exchange, thus strongly inhibiting the
latter. As a consequence, cities tend to store incoming radiant energy in the soil
and building substrate rather than to convert it to atmospheric heating, which
is normally the dominant mode. Heat storage in cities occurs in vast amounts
during the day, to be released again during the night. Thermal inertia, though
often cited as a cause of the observed large values of the storage heat flux in
cities, is less important in this respect as urban and rural thermal admittance
values do not differ by much.

This urbanised land surface scheme remains simple and does not require infor-
mation on the vertical structure within the urban canopy. It gives an aggregated
representation of some key processes of urban surface-atmosphere exchanges.
However, in cases where the focus is on the effect of cities on the atmosphere
more than on the details of in-canopy processes themselves, the scheme de-
scribed here could be a valuable alternative. Moreover, it is easy to incorporate
into existing schemes, requiring modification of only a few lines of computer
code.

3.3. Effect of strong heterogeneity on surface properties and fluxes

3.3.1. Effective roughness

In a general manner, the roughness length concept assumes that the surface is
relatively homogeneous and can be characterised by a single value of z0 (Fiedler
and Panofsky, 1972). A review of urban roughness and of assessment methods
can be found in Mestayer and Bottema (2002, in COST-715, 2002b).

Over urban areas, the ABL is strongly influenced by the roughness heterogeneity
of a patchwork of urban blocks, especially at the city boundaries. In numerical
simulations the vertical momentum transfer is most commonly parameterised
by a grid-cell averaged roughness length, while the urban roughness lengths
may vary by several orders of magnitude from one grid mesh to the next one.
Therefore, it is not enough to calculate the roughness parameters for urban
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areas according to classical methods, but rather the concept of an effective
roughness to treat urban areas in NWP and meso-meteorological models can
be considered. There are several publications introducing and testing such an
effective roughness for different types of heterogeneous terrains, e.g., for forest-
grass canopies, land-sea interaction, etc. (Taylor, 1987; Gutman and Ignatov,
1998; Hasager et al., 2003; De Ridder, 2003; Schlünzen and Katzfey, 2003; De
Ridder et al., 2004).

The influence of strong roughness changes on the simulation of a neutrally strat-
ified ABL was explored by Mestayer et al. (2003), with a view of optimising the
geographical representation of the aerodynamic characteristics of urban quar-
ters in high resolution numerical simulations using an advanced 3D atmospheric
model. At first, the influence of isolated, strong transitions was assessed for 2D
and 3D geometries. This showed that the structure of the developing internal
boundary layer (IBL) after an isolated roughness step embedded a new constant
flux layer extending only about one tenth of the IBL height, thus inducing a
strong momentum variation in the transition layer above, with this momentum
excess still noticeable several kilometres downstream from the step. Roughness
strips had much more influence on the turbulent fields than on the mean wind
field; their perturbations extended over several kilometres downstream and a
few tens of metres upwards. Besides, perturbations generated by the transi-
tions, through the pressure field equilibrium loss, were larger by a factor of 2-3
than if the equilibrium with the new roughness would have been reached im-
mediately. The perturbations generated by an array of high and low roughness
patches are less intense than by the equivalent crosswind strips, but they do
not extend much in the lateral direction.

3.3.2. Flux aggregation technique for urban areas

So, it is reasonable to simulate the effective roughness fields for a considered city
separately for different situations (e.g., for different seasons, wind directions)
and to build a kind of effective roughness maps library. For such a strategy, a
new flux aggregation technique suggested by Hasager et al. (2002, 2003) was
installed in the DMI-HIRLAM model but, for the moment, only for non-urban
areas. Figure 3.2 gives a schematic structure of the surface flux microscale
aggregation model where the upper panel illustrates a simple version ”H” ac-
cording to Hasager and Jensen (1999), while the bottom panel represents a
more advanced version ”z0t” following Hasager et al. (2002).
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A short description of the algorithms presented in Fig. 3.2 is the following. The
inputs are wind speed (U), air temperature (Ta) at the computational level and
maps of surface temperature, land cover classes and leaf area index (LAI) from
satellite. The aerodynamic roughness map (z0) is generated from a roughness
index derived from the land cover classes except for water bodies. The index
and an equation for the temperature roughness z0t are prescribed for each land
cover class to provide the z0t map. The model runs within the dotted red box of
Fig. 3.2. The atmospheric flow equations are linearised and solved by the Fast
Fourier Transform (FFT) scheme. The output maps are the friction velocity
(u∗), the temperature scale (θ∗), the roughness map (z0), and the temperature
roughness map (z0t), all of which are found through iteration (indicated by the
green curved arrows). The iteration is due to the stability correction to the
profiles. The final output is a map of the sensible heat flux QH .

Using maps of the effective roughness length, satellite-based sea surface temper-
ature and albedo in the DMI-HIRLAM-E model makes it possible to treat the
urban area in-homogeneities with more detailed structure and specific effects. It
is planned to extend this approach to the urban canopies as well. However, ad-
equate experimental data are needed to verify the parameterisations for urban
areas and to check the applicability of the linear approximation in the model
for urban conditions.

3.3.3. Flux divergences

Urban heterogeneity in roughness and thermodynamic properties generates hor-
izontal and vertical flux divergences. The flux footprint is a function of the
measurement height; especially its size and distance grow with the measure-
ment height. Vice versa, the fluxes at different heights above an urban district
are generated by different footprints, inducing a height dependence of fluxes
at heights where otherwise the constant flux MOST would be expected. As a
consequence, in the heat and humidity budgets, vertical advection, horizontal
advection, and time variations may be of the same order of magnitude and
non negligible. Additionally, in the heat budget this may also be the case
for the radiative flux divergences, generated by varying surface temperatures
and atmospheric compositions. The influence of this breakdown of the MOST
assumptions requires further assessment study.
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Figure 3.2: New flux aggregation technique suggested by Hasager et al. (2002): version

”H” (upper panel) and version ”z0t” (lower panel).
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3.4. Temperature roughness

The determination of the turbulent fluxes of momentum, heat and moisture
in NWP models by way of bulk transfer equations requires the specification of
the aerodynamic roughness length z0 (for momentum) and the scalar rough-
ness lengths for temperature, z0t, and for moisture, z0q. Most of the NWP
and meso-meteorological models for surface layer profiles consider z0t and z0q

equal to z0. However, numerous experimental data (Garratt, 1992; Mahrt and
Ek, 1993; Mölder and Lindroth, 1999) and theoretical calculations (Guilloteau,
1998) show that, especially for very rough surfaces such as urban canopies and
forests, this approximation can lead to quite erroneous results for the heat and
moisture fluxes. Measurements indicate values for z0/z0t of about 10 for natural
vegetation (Garratt, 1992) and up to 50 and more for urban surfaces (see also
Section 3.2.5).

Theoretical studies (Zilitinkevich, 1970; Brutsaert, 1975; Jensen et al., 2002)
suggest that the ratio z0/z0t is a function of the roughness Reynolds number
Re∗ = (u∗z0)/ν. However, in general this ratio is relevant mostly for moderately
rough surfaces and has not been verified for urban conditions.

In the flux aggregation technique of Hasager et al. (2002) presented in Chapter
3.3, the following equation for z0t is suggested for use in the case of a rough
surface (including urban areas):

z0t/z0 = exp(−23.1u
1/2
∗ ) = 7.4 exp(−23.1u

1/2
∗ − 2) (3.10)

However, it is necessary to mention that the above formulation was not verified
for urban conditions versus city area measurements and could be problematic
for very rough urban areas.

Voogt and Grimmond (2000) studied the sensible heat fluxes over a light indus-
trial area in Vancouver, British Columbia, Canada, from observed tower and
modelled fluxes using a bulk heat transfer approach. Sensitivity analyses of
the various surface temperature estimates were performed. Estimates of z0/z0t

generally agreed for this area with theoretical estimates for bluff rough surfaces
and were larger than those documented for vegetated and agricultural surfaces.
Back-calculated values vary depending on the method used to determine surface
temperature, but even more with the time of the day. Empirical relations de-
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rived previously for vegetated surfaces were shown to agree well with the results
for a dry urban environment, but approaches based on micro-scale variability
(for different surface fractions, e.g., roofs, sunlit streets, shaded streets, differ-
ent direction walls, etc) in temperature fields were problematic. So, following
previous studies of Brutsaert (1975, 1982) and Brutsaert and Sugita (1996),
they suggested using the following formulation for bluff-rough situations:

z0t/z0 = 7.4 exp(−2.46Re
1/4
∗ ) (3.11)

Joffre (1988a) modified one fluid dynamics assumption of Brutsaert’s model
concerning the level under which the log-profile is not valid by using the Re-
ichardt’s profile that has the merit to cover the full structure from the surface
through the transitional layer up to the log-layer above. This yields a modi-
fication of one numerical constant in Brutsaert’s model, after which the new
formula perfectly fits (Joffre, 1988b) the compilation of observations of Garratt
and Hicks (1973) for various bluff types of roughness over a wide range of the
roughness Reynolds number (0.1 ≤ Re∗ ≤100). This modification yields

z0t/z0 = 20 exp(−7.3κacRe
1/4
∗ Sc1/2) for Re∗ > 0.15 (3.12)

where ac is the inverse turbulent Schmidt number (=KH/KM for z0t and
KE/KM for z0q) and Sc the Schmidt number (=ν/Dc, where Dc is the molecu-
lar diffusivity of the property, i.e., heat, moisture but also gaseous compounds).
Thus, compared to Brutsaert’s original formula with a coefficient 7.4 (Eq. 3.11),
the new formulation has instead a coefficient of 20 in the first term of the right-
hand side and is valid for Re∗ > 2 (rough case only). Equation (3.12) matches
the corresponding expression (3.13) valid for aerodynamically smooth case at
Re∗ = 0.15, i.e.:

z0t/z0 = 30(ν/u∗) exp(−13.6κacSc2/3) for Re∗ < 0.15 (3.13)

A series of sensitivity studies was performed (see Section 3.2.5) using the ARPS
model to evaluate the impact of the above parameters on the urban SEB. The
main conclusion of this analysis is that the large ratio of the roughness length
for momentum versus heat characterising cities may be the main cause of the
observed high values for the heat storage flux: on the one hand, momentum
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roughness is high, resulting in comparatively low wind speeds close to the urban
surface, whereas on the other hand, these low wind speeds, combined with the
extremely low values of the heat roughness, result in a very high resistance
inhibiting turbulent heat fluxes.

Thus, it appears important to assess separately the aerodynamic roughness
length, z0, and the scalar roughness lengths for temperature, z0t, and for mois-
ture, z0q, in city-scale models.

3.5. Urbanisation of NWP models for urban air pollution forecasting

A palette of urban SEB schemes and models is now available, although they
are not all in the same state of validation. They range from simple transfor-
mations of some key coefficients in exchange schemes developed for the ABL
over natural ground to detailed schemes computing quasi-explicitly the radia-
tive and turbulent energy exchanges of each building element category, e.g.,
ground, walls and roofs, treated in groups by type. Additionally, even more
detailed models and softwares are available, that compute the thermo-radiative
budgets of, or interactions with, elemental building surfaces. These tools may
be used to analyse experimental data from validation campaigns, to run nu-
merical experiments on urban areas, or to perform sensitivity analysis studies.
Some of the developments in the above SEB models were derived from these
tools or studies, such as SOLENE (Groleau et al., 2003), POV RAY (Lagouarde
et al., 2002; see also www.povray.org), and DART (Gastellu-Etchegorry et al.,
2004).

The development and the validation of these SEB models brought to light and
helped to quantify several characteristics of the urban canopy energetics:

• A net radiation varying in time at the local scale with solar orientation
and in space with district morphology, which is not much different from
its rural counterpart, on average;

• A low but highly variable latent heat flux;

• A large heat storage in building materials, rather than in the ground, as
a function of building density and morphology;

• A large but highly variable sensible turbulent heat flux diurnal cycle,
highly dependent on district structure, often positive at night. In the
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dense city centres, this flux is limited by a strong aerodynamic resistance
(high z0/z0t roughness length ratio), favouring the heat storage;

• A hysteresis in the diurnal cycles, with phase lags between the energy
budget components due to heat being diverted from the budget and pro-
visionally stored in the building materials in the morning at the expenses
of the sensible heat, while the stored heat is released in the evening and
at night.

Modern nested NWP models utilise land-use databases down to hundred metres
resolution or finer, and are approaching the necessary horizontal and vertical
resolution to provide weather forecasts for the urban scale. In combination with
recent scientific developments in the field of urban sub-layer atmospheric physics
and the enhanced availability of high-resolution urban surface characteristics,
the capability of NWP models to provide high quality urban meteorological
data will therefore increase.

Despite the increased resolution of existing operational NWP models, urban
and non-urban areas mostly contain similar sub-surface, surface, and bound-
ary layer formulations. These do not account for specific urban dynamics and
energetics or for their impacts on the simulation of the ABL and its various
characteristics (e.g. internal boundary layers, urban heat island, precipitation
patterns). Additionally, NWP models are not primarily developed for air pol-
lution modelling and their outputs need to be designed into suitable inputs for
urban and meso-scale air quality models. Therefore, a revision of the traditional
approach to urban air pollution forecasting is required. The main objectives
are to improve meteorological forecasts for urban areas, to connect numerical
weather prediction models to urban air pollution and population exposure mod-
els, to build improved Urban Air Quality Information and Forecasting Systems
(UAQIFS), and to demonstrate their application in cities subject to various
European climates.

A proposal (Integrated Systems for Forecasting Urban Meteorology, Air Pollu-
tion and Population Exposure FUMAPEX) for an EU-project was initiated by
COST-715 and accepted for funding (2002-2005). The scheme developed within
FUMAPEX for the improvements of meteorological forecasts in urban areas,
interfaces and integration with urban air pollution and population exposure
models for an UAQIFS is presented in Fig. 3.3 (Baklanov, 2003). In order to
achieve the innovative goal of establishing and implementing an improved new
UAQIFS to assist sustainable urban development, the following steps will have
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to be achieved:

1. Improve predictions of the meteorological fields needed by UAP models
by refining resolution, developing specific parameterisations of the urban
effects in NWP models, and adapting advanced turbulence schemes and
sub-grid-scale models,

2. Develop suitable interfaces or meteorological pre-processors from NWP
to UAP models,

3. Validate improvements in NWP models and meteorological pre-processors
by evaluating their effects on the UAP models against urban measurement
data,

4. Apply improved meteorological data to UAQIFS, emergency preparedness
and population exposure models and verify results, and

5. Establish links between NWP modellers, urban air pollution scientists
and the ’end-users’ of UAQIFS.

In conclusion, the improvement of urban meteorological forecasts will also pro-
vide information to city management regarding additional hazardous or stress-
ing urban climate (e.g. urban runoff and flooding, icing and snow accumulation,
high urban winds or gusts, heat or cold stress in growing cities and/or a warm-
ing climate). Moreover, the availability of reliable urban scale weather forecasts
could be of relevant support for the emergency management of fires, accidental
toxic emissions, potential terrorist actions, etc.
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Figure 3.3: FUMAPEX scheme for the improvements of meteorological forecasts (NWP)

in urban areas, interfaces and integration with urban air pollution (UAP) and

population exposure models for Urban Air Quality Information and Forecasting

Systems (UAQIFS).
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4. Pre-processors, schemes and models for determining the

mixing height

Most dispersion models require an estimate of the MH so that any effective
limit on the vertical spread can be modelled. Its effect is most important when
it is shallow, whereby low lying plumes may be trapped near to the ground,
leading to high local concentrations, while at the same time elevated plumes
might be unable to reach the ground. MH-estimates may be input to models, or
calculated by specific routines within models. Both regulatory models based on
traditional Gaussian plume models and new Lagrangian models for evaluating
dispersion characteristics also encounter the problem of non-homogeneity over
urban surfaces. Despite progresses in numerical turbulent modelling during the
last decades, the MH is still one major uncertainty for most air quality models.
Though no specific evaluation of the MH is necessary regarding the dispersion of
traffic-originated pollution within the roughness sub-layer (e.g., within a street
canyon), on the other hand, the MH is an important parameter for practically
all air pollution applications at the urban and meso-scale.

4.1. Specificities of the urban boundary layer

The atmospheric boundary layer2 (ABL) is the layer near the surface in which
heat, momentum, moisture and other compounds are exchanged between the
Earth and the atmosphere. The turbulent properties of this layer (diffusivity,
mixing, and transport) will rule whether pollutants are dispersed and diluted
or whether they build up and lead to pollution episodes. Thus, the ABL height

2In the atmosphere, vertical temperature gradients enhance or suppress turbulence for-
mation. Convective Boundary Layer (CBL) is the layer of the atmosphere most directly
influenced by solar heating of the surface: The CBL height is the height of convection during
the day, where convective plumes meet a strong temperature gradient at the inversion. Acous-
tic echoes from the interface at the top of convection show vertical undulations and small scale
features, see Caughey (1982, p.110). A Stable Boundary Layer SBL develops when buoyancy
forces act to suppress turbulence; wave motion can be supported, and waves and turbulence
may co-exist, a complicated situation (ibid, p. 139). A long time may be needed to approach
equilibrium in SBL. Terrain slope may influence the mean winds. SBL height is the depth
of significant turbulent exchange, which is increasingly restricted to a shallow layer near the
ground as the inversion strength increases. Internal waves may locally produce and decay
patches of turbulence, contributors to turbulent exchange. An empirical SBL height in field
trials was the height at which heat flux fell to 5% of the surface flux, (ibid, p. 139). The SBL
height may be less than the depth of the surface inversion.
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or the mixing height (MH) will determine the volume available for pollutant
dispersion and depends on basic meteorological parameters, surface turbulent
fluxes and physiographic parameters, and follows a diurnal cycle. The MH
cannot be observed directly by standard measurements, so that it must be
parameterised or indirectly estimated from profile measurements or simulations.

The MH depends on the vertical variation of temperature in the atmosphere,
and a particular type of situations are temperature inversions, which can have a
significant influence on air quality such as ground-based inversions, and elevated
inversions above the ABL. Inversions can be caused by several atmospheric
mechanisms, such as subsidence, fronts, radiation and advection. Episodes
of bad air quality are most frequently connected to radiational and advective
inversions. The interdependence of mixing heights and temperature inversions
was discussed during a Workshop organised jointly by the Working Groups 2
and 3 of COST-715 (COST-715, 2002c).

COST-710 (Seibert et al., 1998, 2000) performed a comprehensive review of dif-
ferent definitions and practical determinations of the MH from measurements,
by modelling and parameterisation, but only involving rural conditions and
data. During the last decades, however, several experimental studies of the UBL
were realised for urban areas (Baklanov, 2002). COST-715 has analysed the
specificities of the urban MH and verified different methods for estimating the
MH against measurements (remote sensing devices and diagnostic evaluation
methods for radiosonde profiles) for several types of urban areas. COST-715
organised a Workshop to assess various parameterisation schemes to determine
the urban MH (COST-715, 2002b; Rotach et al., 2002). Additionally, statis-
tical surveys of the UBL were performed as to its basic characteristics (e.g.,
height, inversion strength) and behaviour (e.g., growth and extent). More ex-
tended discussions of COST-715 results concerning the MH will be reported in
Baklanov et al. (2004).

We analyse here the effects of urban characteristics for determining the MH,
and assess different methods and models for estimating the MH versus new
measurement data sets representing several types of urban conditions that are
typical in Europe. Against the backdrop of the specificities of urban areas,
the important questions to be addressed for analysing the urban MH are the
following:

1. How much does the MH in urban areas differ from the rural MH?
2. How does the temporal dynamics of the MH in urban areas differ from
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the rural MH?
3. What is the spatial and temporal scale of urban effects and how far down-

wind the ‘urban plume’ affects the MH?
4. How important are internal urban boundary layers in forming the urban

MH?
5. What methods for estimating the MH are most suitable for urban condi-

tions?

The urban boundary layer (UBL), in comparison with ‘rural’ ABLs, is charac-
terised by greatly enhanced mixing, resulting from both the large surface rough-
ness and increased surface heating, and by enhanced horizontal in-homogeneity
of the MH and other meteorological fields due to variations in surface roughness
and heating from rural to central city areas. So, it is reasonable to consider
the UBL as a special case of the ABL over a very non-homogenous terrain with
specific characteristics. This relates, first of all, to abrupt changes of the surface
roughness and the urban surface heat fluxes at the micro-scale. A simplified
sketch of the vertical structure of the UBL is presented in Fig. 4.1.

Figure 4.1: A simplified sketch of the vertical structure of the urban boundary layer

with typical potential temperature profiles: a) daytime UBL, b) nocturnal UBL.
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As a result of the specific features of urban areas, several issues should be taken
into account for the analysis of the urban MH, i. e.:

(i) The development of an internal urban boundary layer (IBL), at the ru-
ral/suburban transition, and the so-called ‘urban roughness island’,

(ii) The presence of an elevated nocturnal inversion layer,

(iii) Ubiquitous strong horizontal non-homogeneity and temporal non-stationarity,

(iv) Identification of the zero-level of the urban canopy, and non-similarity
between momentum and scalar exchanges (z0 6= z0t),

(v) Anthropogenic heat fluxes from the street to city scale,

(vi) The downwind ‘urban plume’ and the spatial and temporal scale of urban
effects,

(vii) Calm weather situation simulation with roughness elements channelling
the flow,

(viii) Non-local character of urban MH formation,

(ix) Effect of water vapour fluxes.

In the following, we consider the various empirical, analytical, and numerical
methods used to assess the MH.

4.2. Experimental methods for estimating the urban MH

As a general manner, the MH can be estimated experimentally from measured
vertical profiles by several means or criteria, e.g.:

• The level where turbulence or the heat flux diminishes to, say, ∼5%, of
its surface value;

• A level of discontinuity in the wind/temperature/dew point profiles (from
radiosonde data);
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• The level of strong back-returns from thermal discontinuities (inversions)
or of strong decay of back-returns from thermal fluctuations (top of tur-
bulent layer), such as sodars and windprofilers/RASS (Radio Acoustic
Sounding System);

• The level of strong decay of aerosol back-scatter signal from lidar probing
or ceilometer;

• The level of decay in turbulent motions as measured by pulsed Doppler
lidars.

4.2.1 Diagnosing MH from radiosonde data

Radiosoundings are in principle relevant for estimating the MH (including op-
erational modelling) but sounding stations are usually located outside urban
areas. However, in many European countries, they are getting ever closer to
or inside growing urban agglomerations and therefore, for many cities, it is
becoming reasonable to analyse radiosonde data for urban MH estimation by
selecting wind direction sectors downwind of the city (see Section 7.2).

Under unstable conditions, the MH is often identified as the base of an ele-
vated inversion or stable layer3. Heffter (1980) formulates a criterion to analyse
potential temperature profiles for such ”critical” inversion height, whereby the
MH is the level within the lowest layer with a potential temperature lapse rate
equal to or larger than 5 K km−1, where the temperature is 2 K higher than at
the inversion base. Seibert et al. (2000) found the parcel method (e.g., Holz-
worth, 1967) to be the most reliable in convective situations. It is based on
following the dry adiabat4 from the measured surface temperature (or an ex-
pected maximum temperature) to its intersection with the temperature profile
of the associated radiosounding. Thus, the MH is taken as the equilibrium level

3The temperature inversion will limit the ascent of thermals from the surface and is a
good marker for the depth of the daytime boundary layer. Holzworth (1964, 1967) in the
USA proposed that ascending air in convective conditions will usually obey a dry adiabat.
Consequently the mixing depth can be determined by the height where a dry adiabat from the
surface meets the environmental profile of temperature. Holzworth’s method has been widely
used in the USA. Holzworth had to adjust his method because the radiosonde ascents do not
routinely coincide with the minimum or maximum boundary layer depths. Also the ascents
are often at sites outside the cities, and some adjustment for urban heating was desired.
Holzworth therefore added 5 C to the morning surface temperature.

4A dry adiabat Γd follows the decrease in temperature with height (9.8 C per km) using
Poisson’s equation for dry adiabatic expansion, (cf. Sutton, 1953; page 9-10.).
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of an air parcel with this temperature, but depends on the surface tempera-
ture and the existence of a pronounced inversion at the top of the CBL. This
method was refined by Garrett (1981), Stull (1991) and Wotawa et al. (1996)
by adding an excess temperature at the surface (”advanced parcel method”). In
the CBL, the MH is sometimes identified as the height of a significant reduction
of air moisture, often accompanied with wind shear (e.g., Lyra et al., 1992). A
decrease of the mixing ratio of more than 0.01 g kg−1 m−1 with height is in-
terpreted as a signal for the top of the mixing layer from day-time profile data
only. This method is called the “humidity-jump” method.

A standard generic method for estimating MH is based on the Richardson
number approach. This approach includes several variants differing in the
formulation, choice of the levels over which the gradients are determined and in
value of the critical Richardson number, Ri c. It tends however to underestimate
the SBL (Stably-stratified Boundary Layer) height (Seibert et al., 1998; Bak-
lanov, 2001). Following Zilitinkevich and Baklanov (2002), we can distinguish
four different Ri-methods.

1. The Gradient Richardson number. Infinitesimal disturbances in a steady-
state homogeneous stably stratified sheared flow decay if the gradient Richard-
son number Ri exceeds a critical value Ri c,

Ri ≡ β (∂θv/∂z)

(∂u/∂z)2 + (∂v/∂z)2
> Ric, (4.1)

where β(= g/T0) is the buoyancy parameter (g is the acceleration due to gravity
and T0 a surface temperature). Accordingly, the MH is deduced from the
inequalities Ri < Ric at z <MH and Ri > Ric at z >MH. The critical value Ric
is derived from the perturbation analysis and generally taken as 0.25 (Taylor,
1931). This method is used in the NAME model (see Section 4.5.1) when
conditions are not convective and the parcel ascent is inappropriate.

2. The Bulk Richardson number. An alternative, widely used method of esti-
mating the MH employs, instead of the discrete gradient Richardson number,
the bulk Richardson number, RiB , across the whole PBL, i.e.,

RiB ≡ β∆θvh

U2
h

⇒ h=

RiBcU
2
h

β∆θv
(4.2)
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where Uh =
√

u2(h) + v2(h) is the wind velocity at the upper boundary of
the layer, and ∆θv = θv(h)− θv(0) the virtual potential temperature increment
across the whole layer. The mixing height is determined as the height where the
Bulk Richardson number becomes equal to or larger than a critical Richardson
number value RiBc often taken as 0.25 by analogy with the previous approach,
but other values have been suggested by different authors (between 0.1 and 3,
see Table 2 in Zilitinkevich and Baklanov, 2002).

According to Vogelezang and Holtslag (1996), the bulk Richardson number
method can be used both in convective conditions and in mechanical turbulence.
In situations dominated by mechanical turbulence, the bulk Richardson number
approach was found to be the most appropriate, whenever temperature and
wind profiles are available (Seibert et al., 2000). The technique is used in
different models, e.g., in the DERMA model (Sørensen et al., 1996).

3. The finite-difference Richardson number. The idea is to exclude the lower
portion of the SBL, where the vertical temperature gradient is strong and
critically depends on the surface value, and to determine a “finite-difference
Richardson number”, RiF , on the basis of increments δθv = θv(h) − θv(z1)
and δU = U(h) − U(z2) where U =

√

u2(z) + v2(z) over the height intervals
z1 < z < h and z2 < z < h. Assuming the existence of its standard critical
value, RiFc, the equilibrium SBL height formulation becomes:

h ≈ (h−z2)
2

h−z1

=
RiFc(δU)2

βδθv
(4.3)

4. The modified Richardson number method. The above-mentioned broad vari-
ation of the SBL critical bulk Richardson number was analysed by Zilitinkevich
and Baklanov (2002), who showed that RiBc is not a constant but apparently
increases with increasing free flow stability expressed through the Brunt-Väisälä
frequency N (see Sections 4.3.1-2) and most probably depends also on the sur-
face roughness length, the Coriolis parameter and the geostrophic wind shear
in baroclinic flows. The Richardson-number-based calculation techniques can
be recommended only for rough estimates of the SBL height. For practical
use, Zilitinkevich and Baklanov (2002) recommended to use a function for the
critical bulk Richardson number, e.g.:

RiBc ≈ 0.1371 + 0.0024
N

|f | (4.4)
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The effect of surface roughness on the critical Richardson number is discussed
in Gryning and Batchvarova (2002, 2003). They argue that the Richardson
number is a function of the surface roughness, a small surface roughness is
associated with a small critical Richardson number. For the marine boundary
layer a value 0.03 gave overall best fit when using the method of Sørensen (1998)
and 0.05 for Vogelezang and Holtslag (1996).

Another simple method is the method used routinely at the Finnish Meteoro-
logical Institute (FMI) for stable mixing height calculation (Karppinen et al.,
1998) that uses only the potential temperature gradient to estimate the stable
mixing height h(e.g. it makes the strong assumption that the stable mixing
height is directly proportional to the inversion height). Calculations are based
on mast measurements from the suburban site of Helsinki/Kivenlahti and ra-
diosoundings from the rural site of Jokioinen.

h =
4.5

g1 + 0.005
; g1 =

(θ2 − θ1)

(z2 − z1)
; g1 > 0.01 ◦K m−1 (4.5)

where θ1 and θ2 are the potential temperatures measured at two levels z1 and
z2.

4.2.2 MH interpreted from sodar/lidar/radar/ceilometer

Radiosondes may be restricted by air traffic control requirements near cities.
The different types of vertical profilers (sodars, lidars, radars, ceilometers, etc)
have the potential to provide better and continuous information on the vertical
structure of the ABL and to estimate the MH than radiosondes. Their main
weaknesses arise from the limitation on their use in urban areas (e.g. due to
noise) and the need of expert personnel so that usually they are not in oper-
ational use. However, for some specific problems (e.g. for nuclear emergency
preparedness systems, wind energy and other research purposes) they are per-
manently used and could be used for the MH estimation in urban or semi-urban
areas.

The sodar records the intensity of acoustic backscatter of the air S, which
is proportional to the structure parameter of the acoustic refractive index C 2

N ,
which in turn mainly depends on the temperature structure parameter C 2

T . The
measurement fails in case of stronger rain or snow, perfect adiabatic conditions
due to strong thermal mixing, and large noise from the surroundings. Only in-
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homogeneities in the temperature field in the order of half of the wavelength of
the sound waves from the sodar contribute to S. Normally this is within the ’in-
ertial sub-range’ of the turbulence spectrum. Therefore S contains information
on the structure of the turbulence in the boundary-layer, but not on the sign
of the vertical temperature gradient. In case of a vanishing vertical gradient of
potential temperature the backscatter intensity of the air is low even if there is
still turbulent motion. During weather situations with weak winds and strong
thermal inversions the contribution of the mean vertical temperature gradient
to S can be at least as large as the contribution from the turbulent motion
(Beyrich, 1997). This allows the detection of stable layers at night. The range
of the instrument with respect to sound reflectivity is usually larger than with
respect to the identification of a Doppler shift.

For sodars, the MH can be deduced from the vertical profile of the echo in-
tensity or from a spectral analysis of the vertical velocity. Methods based on
the former have been summarised by Beyrich (1997). The mechanical MH
at night is associated with the height of the largest gradient in the noctur-
nal echo profile. After sunrise, the upper boundary of the growing mixing
layer often coheres with the height of the echo intensity maximum in the ver-
tical profile. The “echo intensity” method is however restricted by the vertical
range of the sodar (at most 500 m). There are sodars that deliver acoustic
backscatter information from larger heights, e.g., the sodar used in Hannover,
Germany (Sections 5.10 and 7.3.1) recorded the acoustic backscatter up to 1200
m. Sodar manufacturers sometimes offer internal routines for MH determina-
tion (e.g., REMTECH, 1994), whereby the characteristic frequency scale of the
most energetic eddies is deduced from the power spectrum of the vertical ve-
locity distribution. Multiplying this value with the wind speed scale yields an
estimate for the MH. With such a method, a mixing height can be estimated
even if it is well above the maximum range reached by the sodar. Baumann
and Piringer (2001) compared the two approaches for a REMTECH PA2 so-
dar and found no correlation using a two-year data set. Kuchin and Baklanov
(2002) also found that the REMTECH factory routines for MH determination
based on σw were not suitable for SBL conditions in the Arctic. Piringer and
Baumann (1999a) found a better statistical agreement when sodar MH deter-
mined from the power spectrum of the vertical velocity instead of those derived
from the echo method is compared to MH determined with a meteorological
pre-processor and to those diagnosed from radiosoundings. The only existing
long-term sodar study on the MH over cities was undertaken by Lokoshchenko
(2002) for Moscow.
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a b
Figure 4.2: The signal-to-noise ratio (SNR) profiles from the lidar data: (a) SNR

profiles from QinetiQ data on 18th March 2003 at 16:00 (black) and at 18:50

(blue). The red and green lines denote the slopes of the SNR due to atmospheric

attenuation and the top of the boundary layer, respectively (from Davies et al.,

2003); (b) Comparative vertical structure (m) of SNRs (dB) on 9th July 2003

and possible interpretation of the MH for the urban and rural conditions (from

Middleton and Davies, 2004).

The ABL height can be derived from lidar data in various ways. The lidar
may measure both Doppler wind velocity and back-scatter intensity. The back-
scatter intensity is a function of the system properties, atmospheric attenuation
(due to the atmospheric water vapour content), the returned power (and thus
the measurement range) and the aerosol loading of the atmosphere. In urban
regions, where atmospheric aerosol concentrations are high, there is a large
back-scatter signal in most meteorological conditions.

At the top of the ABL, the temperature inversion traps pollutants within the
boundary layer. Above the top of the boundary layer, aerosol concentrations are
generally a few orders of magnitude lower. This drop in aerosol concentrations
reduces the back-scatter intensities measured with the lidar and can be used to
infer the height of the ABL top. The loss of lidar signal intensity and drop in
SNR (signal-to-noise ratio), or decrease in turbulence, are markers for the MH,
as follows below.

A pulsed lidar receives back the Doppler shifted velocities from the backscat-
tering particles, dust, aerosol, or cloud droplets. A spectrum of velocities is
obtained, corresponding to the motions of the particles. Return signal power di-
minishes rapidly with increasing range, following the radar equation. In cleaner
air, as above the polluted mixing layer, the number of back-scattering particles
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diminishes. This reduces the return power and increases SNR (in dB). A graph
of signal to noise ratio versus range or height for a beam inclined above horizon-
tal, will drop as a smooth curve due to the radar range effect and attenuation
by humidity. Additionally, more erratic changes in SNR occur as the number
of scatterers in each sample of the atmosphere varies. The SNR method is
essentially relying on the assumption that there are much less scattering pol-
luting particles above the boundary layer top. Thus, the data interpretation
must be done with care and experience, as other complicating factors may arise,
depending on prevailing conditions. For example, cloud droplets may allow par-
tial penetration, or complete blocking of the beam; the useful working range
may decrease as cloud passes overhead and SNR rises rapidly once there is no
useable signal strength.

Davies et al. (2003) and Middleton and Davies (2004) used pulsed Doppler li-
dars to simultaneously monitor profiles of turbulent fluctuations (velocity vari-
ance) and the aerosol back-scatter intensity with height. The lidar orientation is
kept stationary for a period in order to accumulate turbulence statistics, before
scanning to a new direction. The work compares the decay in turbulent motions
with the decay in signal intensity (from SNR). The aerosol, largely concentrated
in the ABL, can be employed to detect the MH. Figure 4.2 illustrates how the
change in SNR from the usual rate of attenuation to the loss of signal on leaving
the ABL can be seen as a change in gradient. The SNR profile from the lidar
data in Figure 4.2a shows two gradients: normal atmospheric attenuation (red)
and a sharper cut off caused by the attenuation due to the boundary layer top
(green). The top of the boundary layer can be estimated from the height at
which the gradient changes. The blue line in the figure is the SNR profile on
the same day but after sunset. In this case the gradient change is not so well
marked. Figure 4.2b demonstrates the comparative vertical structures of SNRs
on 9th July 2003 for the urban and rural conditions and possible interpretations
of the MH (Middleton and Davies, 2004). These plots illustrate the possibilities
of the method in seeing differences of the MH over rural and urban landscapes.

Further work is in hand (Davies et al., 2004) to compare various measures of
MH and other dispersion parameters at an urban site in West London, UK,
including use of the back-scatter coefficient. The advantage with these pulsed
Doppler lidars is that both criteria, the turbulence and the signal strength, may
be evaluated and compared when determining ABL height. A disadvantage is
that the equipment is complex and needs experienced personnel and care in
interpretation. Since the instruments have a scanning capability and a range
of several kilometres according to conditions, it is possible to orient the beams
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over a city, then over the approach fetch, to attempt urban-rural comparisons
(Collier et al., 2004; Middleton and Davies, 2004). They are thus powerful
research tools; Davies et al. (2003) discuss dispersion parameters via lidar
data.

During the BUBBLE experiment in Basel (see Section 5.1), urban Aerosol
Mixed Layer (AML) heights were determined from the derivative of the log-
arithm of the range-corrected lidar signal. In this approach, a given level is
identified as the AML height, if it exhibits the lowest substantial gradient (i.e.,
a local minimum in the derivative) with an additional constraint of continuity
in time. Steyn et al. (1999) have fitted an idealized profile to lidar back-scatter
data to determine the MH and entrainment zone thickness.

If the convective boundary layer is physically well defined, wind profiler
radars (WPR) can find the mixing height from the reflectivity (roughly the
product of humidity gradient and turbulence intensity) profiles. Several exam-
ples of the MH estimation by wind profiles in different meteorological conditions
are presented by Angevine (2003). He concludes that WPRs are very useful in
the determination of the MH but other instruments (e.g., ceilometers, etc.)
greatly help in the interpretation, since simple automatic procedures are ex-
pected to work in only very simple situations. The profilers give very good
information of the morning transition of the boundary layer (nocturnal stable
to convective) whereas in the afternoon, the reverse transition (from convective
to stable) is much more difficult to track with profilers, whence the residual
inversion often shows stronger reflectivity maxima, leading easily to erroneous
interpretation. However, spectral width profiles can be used to distinguish be-
tween active turbulent regions from developing residual layers.

The radio acoustic sounding system (RASS) is an extension to a coherent radar
that allows for the measurement of the virtual temperature profile above the
radar. It uses an acoustic source to generate a vertically propagating sound
wave in the radar’s scattering volume. This sound wave can either be a short
pulse or a band-limited frequency-modulated continuous wave. RASS temper-
ature retrievals are sensitive to the wind component parallel to the sound beam
and the humidity. The influence of the wind on the measurements can be used
to retrieve profiles of the horizontal wind components. RASS can be used as an
extension of wind profiler radar (WPR) or Doppler sodar. The achieved height
range depends not only on the system but also on a suite of atmospheric condi-
tions, which include temperature, wind, humidity and turbulence. According to
the COST-76 (2003) results, a vertical range of 2000 to 3000 m can be achieved
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with a 482 MHz WPR/RASS, while with a 1235 MHz WPR/RASS, about
1000 m can be reached. The vertical range of a 1290 MHz Doppler RASS is
limited to several 100 m. It seems that so far no systematic evaluation of RASS
virtual temperature measurements for longer periods is available, as RASS has
been used primarily for research programs. An example of RASS measurements
will be given in Section 7.5.2.

Electromagnetic backscatter is generally the best option for determining the
(high) afternoon CBL heights. Among this category, the ceilometer is found
to be a very useful instrument in clear sky conditions as it is the only instrument
(compared to RASS/sodar) which gives directly the vertical aerosol profile.
Ceilometers originally designed just for cloud base height measurements have
become available also for atmospheric profiling (Rogers et al., 1997; Räsänen
et al., 2000; Münkel et al., 2002). They have an improved vertical resolution
(now about 15 m) and a much smaller lower detection range limit (now about
30 m above ground) (Emeis et al., 2004). In the project VALIUM, Emeis et al.
(2004) utilised different remote sensing instruments, including ceilometer, in a
measurement campaign in 2002 in the city of Hannover. Their results showed
that sodars are able to follow the CBL development only during the first half
of the day: the afternoon CBL is either too high for the sodar range, or the
potential temperature gradients are not strong enough to reflect sound waves.

Ceilometer is also by far the most “low cost”/”easily handled” remote sounding
equipment considered here (its potential being similar to single-frequency lidar),
and its vertical range (from the lowest range gate of 15 m up to 2-3 km) is well-
suited for ABL studies.

4.2.3. Commercial aircraft measurements / AMDAR Data Processing

New opportunities for estimation of the MH and profiles of potential interest to
the air pollution meteorologist have recently arisen from the AMDAR (Aircraft
Meteorological Data Reporting) communication system (AMDAR, 2003) and
a joint European EUMETNET-AMDAR project (E-AMDAR, 2002) looking at
the use of data from civil aircraft, to complement to existing radiosoundings.
This EUMETNET AMDAR system uses the aircraft sensors for measuring wind
speed and direction, air temperature, altitude, a measure of turbulence and the
aircraft position. Data are archived by meteorological services alongside more
traditional synoptic observations and yield profiles of temperature and wind
near airports close to most of the European large cities. Data processing yields
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meteorological measurements representative of the free air-stream in the vicinity
of the aircraft. Errors in reported wind and temperatures are comparable with
those of radiosonde systems.

AMDAR data were retrieved from the UK Met Office archives (MetDB) to plot
the profiles of potential temperature for the days of the urban lidar study cited
in the previous Section (Middleton and Davies, 2004; Davies et al., 2003). In
order to do this, the altitude must be converted back to a pressure estimate,
with allowance for the altimeter corrections applied by pilots. Useful profiles
for the ABL can be generated every day near London (where many civil aircraft
are present and data available for much of the day, but not at night due to noise
restrictions on night flights). They replace the gap left when radiosoundings
ceased in the London area in the 1990’s.

Figure 4.3 plots the AMDAR profiles of the potential temperature θ versus
altitude z for the morning and afternoon of 18 March 2003 for aircraft near
Birmingham airport. They show clearly a mixed region up to 450 m in the
morning, or 600 m in the evening. The discontinuity in potential temperature
is very clear to see on this day. Some issues need further consideration, in-
cluding improvements in processing, the evaluation of AMDAR data relative
to other observations/model products, and the usefulness (or otherwise) of the
AMDAR information for air quality studies. Their use and validity for disper-
sion studies is still under investigation, and there may be further refinements
and developments to the AMDAR data processing program. Thus, in the ab-
sence of radiosonde ascents over cities or at trials sites, the AMDAR data offer
useful profiles in the lower atmosphere. Standard objective methods for the
determination of the MH from profiles (e.g., parcel ascent, Ri-number) may
then be applicable to the AMDAR data.

4.2.4. Mixing heights deduced from tracer data

Natural earth radioactivity can be used as an indicator characterising the pro-
cesses occurring in the ABL. The main source of radon 222Rn in the atmosphere
is radon escaping from the soil. This isotope is a noble gas and its half-life is
equal to 3.82 days. Radon 222Rn is a product of the decay of radium 226Ra
isotope which is a member of the uranium 238U series. Radon is an unstable
gas and does not accumulate and cannot be found in larger amounts in the
rock. One can thus assume that the “age” of the radon does not exceed a few
days. Radon abundance in soil depends on geological composition, geochem-
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Figure 4.3: AMDAR profiles of θ versus altitude z for aircraft at the Birmingham

airport for the morning (left) and afternoon (right) of 18 March 2003 (from

Davies et al., 2003).
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istry and geodynamic phenomena influencing the concentration of this gas in
the atmosphere. Radon 222Rn accumulated in the air decays producing ra-
dioactive isotopes of polonium, lead and bismuth: 218Po, 214Pb, 214Bi, 214Po.
The first one has a half-life of 3.05 min.; this half-life is very short in relation
to radon. Therefore these two isotopes, radon 222Rn and polonium 218Po, are
close to the equilibrium state (their activity concentrations are almost equal).

In ambient air, gaseous radon undergoes dispersion and dilution. Measure-
ment of radon 222Rn concentrations and its short-lived daughter is thus one
possibility to obtain information on the dynamics of the lower boundary layer
(Fujinami and Esaka, 1988; Porstendörfer et al., 1991; Allegrini et al., 1994;
Kataoka et al., 1998). Radiometric methods with radon were mainly used so
far to evaluate the mixing height (Guedalia et al., 1974; Allegrini et al., 1994;
Kataoka et al., 1998). On the other hand, radon is a water soluble gas and radon
decay products adhere to water vapour molecules, gases and atmospheric dust
forming clusters, free fractions and radioactive aerosols (Nazaroff, 1988, 1992).
Thus, when high air humidity occurs near the surface layer, the measured radon
concentration can be underestimated. Therefore, measuring ambient polonium
218Po concentrations instead might be more relevant. Immediately after the de-
caying of radon, about 80-82% of 218Po occurs as positive ions that are attached
to air gas molecules and water particles within 10−7second. This formation is
called clustering (free atoms and clusters are called unattached fraction). Then
the clusters can generate bigger particles called attached fraction.

The dependence of polonium 218Po activity on the vertical thermal stratification
shows up in the increased accumulation during steady equilibrium (nocturnal
layer of ground temperature inversion) and in the decrease of activity when the
atmosphere becomes unstable. Thus, an empirical simple power law formulation
based on measurements, can be assumed to describe the relationship between
polonium concentration (CP0) in air and an “equivalent mixing layer height”
(heqmix).

heqmix =
B

√

CP0

(4.6)

where the constant B depends on meteorology and specific local features of the
radon release (Osrodka et al., 2003).

The method can reflect the inertia of polonium concentration changes in relation



COST715 WG2 Pre-processors, schemes and models. . . 55

to changes of the MH heqmix . The correlation coefficient improves when the
height of the mixing layer is averaged over a period longer than 1 hour. The
following relation was developed to take into account the time delay (∆T – in
hours) between polonium concentration and the MH evolution CP0 (t + ∆T ) =
α [heqmix (t)]β. After appropriate conversion, the following differential equations
are obtained:

h′

eqmix
(t) = ξ

C ′

P0
(t + ∆T )

CP0(t + ∆T )
heqmix (t)

he (t) = he (t − ∆t)

(

1 − ξ
CP0 (t + ∆T ) − CP0 (t + ∆T − ∆t)

CP0 (t + ∆T )

)−1
(4.7)

where α, β and ξ are empirical coefficients. These equations describe the di-
urnal variation of the height of the mixing layer as a function of the polonium
concentration in air. Consequently, the MH can be calculated for any time
knowing its value and polonium concentration for the time specified (Krajny et
al., 2004). However, one should notice that such type of model is not calibrated
and is strongly site-specific, so that it cannot be widely recommended.

During the period 2000-2003, measurements of polonium isotope 218Po in two
cities (Cracow and Katowice) in southern Poland were used for the assessment
of the MH (see Section 7.6). These experiments were performed when the height
of the mixing layer was well defined, i.e., summertime, anticyclonic and sunny
weather, with clear skies and light winds (see Section 5.5).

4.3. Mixing height parameterisations and pre-processors

The most common approach used in dispersion models to get MH values is its
calculation from specific parameterisations and pre-processors. This approach
is suitable to the use of in situ measurements or NWP-derived profiles. So far,
parameterisations of the MH have been developed and validated mostly using
rural homogeneous conditions, so that their applicability to urban conditions
should be verified. Some authors have suggested specific methods for MH de-
termination in urban areas. They can be classified in two main categories: (i)
using a local correction to the heat fluxes and roughness to incorporate urban
effects and, (ii) estimating the internal boundary layer (IBL) height growth as



56 Final report COST715 WG2

the flow moves over a city. We address in this Section the first category, usually
based on classical methods for homogeneous terrain, but using urban values
for the heat flux and roughness. The second category is based on the general
methods for the growth of the IBL height following an abrupt change of surface
roughness and will be addressed in Section 4.4.

4.3.1. Classical ABL formulae

For the estimation of the MH in urban areas, most authors use a standard ‘rural’
diagnostic method for stable conditions and a prognostic equation for unstable
conditions, but without any corrections for urban features (e.g., Seibert et al.,
1998). The most commonly used diagnostic formulae are listed in Appendix
1. The properties of the ABL are primarily described within the theoretical
framework of similarity relations by which the variability of the structure of
the ABL can be explained by the variation in the scales of the phenomena. The
general similarity theory (Zilitinkevich and Deardorff, 1974) relates the surface
turbulent fluxes to the bulk ABL structure in terms of observational variables.

The basic internal scaling quantities are the friction velocity u∗, the tempera-
ture scale T∗, and three length scales: the Monin-Obukhov-(MO) length L, the
vertical height z and the ABL height h. The friction velocity acts as a scal-
ing velocity under most conditions except strong convective conditions when
the mean horizontal wind decays and the convective velocity w∗ = (βQ0h)1/3

becomes the relevant scale (Q0 = QH/ρcp is the kinematic heat flux). Un-
der unstable conditions (but not free convection), when both mechanical and
buoyant production of turbulence are active, u∗ should be complemented by
w∗ through a linear combination (Driedonks and Tennekes, 1984). Under ex-
treme stable conditions, when turbulence is intermittent and the wind field is
undetermined, u∗ might also be inapplicable, but there is no theoretical scale to
replace it. When the surface heating/cooling is non-zero, the surface heat flux
Q0 is the other driving force setting up the structure of the boundary layer and
yielding the temperature scale T∗ = −Q0/u∗. ABL meteorology has tradition-
ally combined the effect of momentum and heat flux through the MO length
scale L = −u3

∗
/βκQ0 (β is the buoyancy parameter and κ the von Karman con-

stant). The dimensionless parameters z/L and h/L act as stability parameters
(determining whether the ABL is stably, neutrally or unstably stratified) in the
surface layer and the whole ABL, respectively. These parameters have supple-
mented or replaced the empirical Pasquill classes in state-of-the-art dispersion
models or procedures.
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Additionally, the ABL structure is determined by the following external pa-
rameters: (i) the wind velocity at the top of the layer (or the geostrophic wind
speed G), (ii) the Coriolis parameter f arising from Earth’s rotation, (iii) the
roughness of the surface described by the roughness length z0, a measure of the
height of typical surface irregularities, and (iv) the Brunt-Väisälä frequency N
(N2 = βγ, with γ the potential temperature gradient above the ABL), repre-
sentative of the background stratification into which the ABL evolves (see next
Section 4.3.2). In uniform, homogeneous, steady conditions, the ABL structure
and variability is expressed as a combination of dimensionless ratios of these
scales.

If these parameters are to be useful for the description of the ABL structure
and pollutant dispersion in a practical way, they must be available at any site.
Estimates of the friction velocity u∗ can also be made routinely from the near
ground wind, if the surface roughness conditions are well characterised. How-
ever, this is seldom the case in urban conditions. A number of different methods
have been proposed and used to determine the surface heat flux on a routine
basis. The most referred ones are the method of van Ulden and Holtslag (1985)
and of Berkowicz and Prahm (1982). COST-710 (1998) reviewed and tested
some of them based on rural data. Possible errors and differences between
methods used in this pre-processing can be of comparable or even greater im-
portance to errors occurring in the dispersion modelling itself. The Coriolis
parameter f is fixed by the latitude of the site (f = 2Ω sinφ at latitude φ and
earth’s rotation Ω = 7.292.10−5 rad s−1), and the roughness length z0 is mostly
determined by the characteristics and arrangements of the surface elements at
the site of interest (see Section 2). The geostrophic wind speed G is determined
by synoptic meteorology on a regular basis at any location.

However, the meteorological variables routinely calculated by operational mete-
orological models do not always provide all the necessary meteorological quanti-
ties required to determine all scaling parameters. Moreover, the values provided
by NWP models for turbulence scaling parameters can sometimes be not suit-
able for dispersion calculation due to, e.g., changes of space scale and resolution
of the considered air pollution phenomena. Thus, additional calculations and
interpolation of data from routine meteorological stations may be necessary.

A few tests of the applicability of the simple scaling formulae of Appendix 1
for specific urban sites have so far yielded non-conclusive results due to the
lack of real reference MH values (e.g., Berman et al., 1997; Lena and Desiato,
1999). However, a comprehensive analysis of their applicability has not been
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carried out yet. The main problem of such diagnostic methods is their assump-
tion of horizontal homogeneity. Therefore, it is difficult to expect that they
are applicable to city peripheries (with sudden changes of roughness), whereas
they might be used in central (relatively homogeneous) areas of certain cities,
because the physical mechanisms behind the MH formation are the same there
as for other types of surface. Nevertheless, this weak agreement with measured
urban MHs is not only due to the urban features since they do not yield very
satisfactory results either for rural and/or homogeneous conditions (Seibert et
al., 2000; Baklanov, 2002; Zilitinkevich and Baklanov, 2002). Thus, for SBL
cases, it is reasonable to use MH methods, which consider either vertical profiles
or roughness and surface fluxes as input parameters, since, in the latter case,
they can be used for urban conditions with corrections for the heat flux and
surface roughness.

4.3.2. Approaches using free flow stability

Though the surface layer is well described by the classical MOST (Monin-
Obukhov similarity theory) in nocturnal SBLs (i.e., flux-dominated, typical
for mid-latitudes), and simple (local) pre-processors are expected to perform
well, however, this traditional concept fails for long-lived SBLs occurring below
the stably stratified free flow (common in Northern Europe). A new theory
suggested by Zilitinkevich (2002) for third-order transport due to internal waves
and non-local turbulence in the stably stratified surface layer shows that such
pre-processors based on the classical MOST are not describing the long-lived
SBL correctly. An extended (non-local) version of SBL theory including the
Brunt-Väisälä frequency N , representative of the layer just above the ABL top,
is needed to correctly describe the SBL. This extended theory also explains
why it is possible that developed turbulence in SBL can exist at much larger
Richardson numbers than the classical theory predicts (“upward” radiation of
internal waves from SBL leaves more room for generation of turbulence by
velocity shear). Therefore, Zilitinkevich et al. (2002) and Zilitinkevich and
Baklanov (2002) suggested new diagnostic and prognostic formulations for the
SBL height, which include the third-order transport due to internal waves and
non-local turbulence in the stably stratified surface layer (see Eqs. 7 and 8
in Appendix 1). This formulation does not display the underestimation of
MH in strong SBLs by the formulation of Zilitinkevich and Mironov (1996).
Furthermore, Zilitinkevich and Esau (2003) have incorporated baroclinic effects
into the above formulation.
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An equivalent method was independently derived by Kitaigorodskii and Joffre
(1988) based on an integrated formulation of the TKE equation that yields ana-
lytical formulae for the MH depending on the stability parameter µN = LN/L,
where LN = u∗/N and L is the MO-length. Here again, N represents non-local
effects through background stratification at the top of the ABL. Joffre et al.
(2001) investigated the variability of the stable and unstable boundary layer
height over a forest (i.e., roughness conditions comparable to those of a city).
They found that under both stable and unstable conditions, a great deal of the
variability of the mixing height is well described by the expressions of Kitaig-
orodskii and Joffre (1988) through the scales LN and Lwhile the dimensionless
parameter N/f acts a secondary explaining parameter. They also showed that
this integral formulation yields better results than some of the above-mentioned
simple algorithms. Joffre and Kangas (2002) derived more accurate values of the
physical constants embedded in this Kitaigorodskii-Joffre model (see Appendix
1). They also showed that these expressions for h are not strongly sensitive to
a wide variation of roughness conditions, so that they can probably be applied
to urban conditions, provided that the surface fluxes are representative of the
urban canopy.

The use of N in diagnostic formulation obviously implies some pre-knowledge
of the MH itself, since N should represent a layer, say, 100-300 m deep, just
above the MH. For this purpose, one can use either some climatological infor-
mation of the local MH or actual h−estimates from a previous time step of the
model or from a previous atmospheric sounding (radiosondes or remote sens-
ing) representing similar atmospheric conditions. Then, taking into account
the probable meteorological tendency, one can use an atmospheric layer safely
above h. As the value of N does not vary in practice within a broad range,
the exact value of N should not be too critical for the estimate of the MH.
Furthermore, since N represents conditions above the UBL, which should be
more spatially homogeneous than those close to the surface, then, even when
the vertical temperature profile (in general a radiosounding) is not from exactly
the urban site under consideration, this should not be of dramatic consequence
on the accurate value of N . For the period before the night-time radiosound-
ing (in Europe), this procedure should be carefully applied depending on the
situation during the previous day.

For more accurate SBL height calculations within 1-D and 3-D models, respec-
tively, the diagnostic and prognostic formulations of Zilitinkevich et al. (2002)
are recommended. It is necessary to mention that diagnostic methods for esti-
mating the urban MH are often not good enough due to the strong horizontal
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non-homogeneity and temporal non-stationarity of the UBL and the non-local
character of the urban MH formation. Nevertheless, the mechanisms involved
in the formation of the daytime MH (or CBL) are better understood than the
corresponding ones at night time. Therefore, it is strongly recommended that
more emphasis should be given to improving the methods for the night time
MH determination.

4.4. Internal boundary layer development over an urban area

In this Section we turn to the second category of MH-schemes based on a general
method describing the growth of the IBL height following an abrupt change
(smooth-to-rough) of surface roughness. Just a few authors have suggested
such a method specifically for the urban MH.

Formulae for the IBL height were actively developed principally for coastal sites
(e.g., Panovsky and Dutton, 1984; Walmsley, 1989; Garratt, 1990; Wright et al.,
1998). The same approach can be used for the height of the urban IBL, the so-
called downwind ‘urban plume’ (see Fig. 4.1). For instance, Henderson-Sellers
(1980) developed a simple model for the urban MH as a function of distance
downwind into the city. Nkemdirim (1986) tested and further improved the
Summers (1965) formulation for the urban MH:

hα =

[

2QHcxk

ρcpαUa

]1/2

(4.8)

where QHc is the cumulative heat flux between x0 and xk; xk being the down-
wind distance, α is the difference between the dry adiabatic lapse rate and the
prevailing lapse rate at x0, and Ua is the reference wind speed. The formulation
was verified for the cities of New York and Calgary. It was shown that it could
be used for a rough MH estimation, but only for wind velocities Ua < 4 m s−1.

Estimates of the height of the thermal IBL for Athens were compared to the
ATHIBLEX data of Melas and Kambezidis (1992). The estimated IBL heights
were derived from three slab methods: (i) Gamo et al. (1983), (ii) Venkatram
(1986), (iii) Gryning and Batchvarova (1990), as well as from (iv) a simple em-
pirical diagnostic method (as a function of the distance to the city along the
wind direction), and (v) from one similarity model (Miyake, 1965). It was found
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that the similarity model of Miyake (1965) failed to give any reasonable predic-
tion, indicating that models should not be extended beyond their stability and
fetch range. Relationships based on the slab models showed a high correlation
with observations, but the thermal IBL heights were always under-estimated by
the models unless both convective and mechanical turbulence were taken into
account. The formulation proposed by Gryning and Batchvarova (1990) was
found to be in good agreement with the measurements. Within the range of
the local equilibrium concept, the thermal IBL height is assumed to grow with
the downstream fetch x as xp where the exponent p depends upon several IBL
parameters.

In Gryning and Batchvarova (1996), the above mentioned zero-order scheme
slab model was extended for the IBL over terrain with abrupt changes of surface
for near neutral and unstable atmospheric conditions, yielding:

{

h2

(1 + 2A) h − 2Bκ L
+

Cu2
∗
T

γ g [(1 + A) h − Bκ L]

}

×

×
(

∂ h

∂ t
+ u

∂ h

∂ x
+ v

∂ h

∂ y
− ws

)

=
Q0

γ

(4.9)

where u and v are the horizontal components of the mean wind speed in the
IBL in the x- and y-directions, γ - the potential temperature gradient, ws -
the mean vertical air motion above the boundary layer, Q0 is the kinematic
heat flux, and A, B and C empirical dimensionless constants. The vertical
velocity can be estimated when the horizontal divergence of the large-scale flow
is known as a function of height. Alternatively, Gryning and Batchvarova (1999)
devised a method based on the rate of warming caused by subsidence of the
free atmosphere that can be determined from successive radiosoundings. The
constants most suitable for this model are discussed in Källstrand and Smedman
(1997). The model includes coastline curvature and spatially varying winds and
was solved numerically for the IBL height of an urban area with a coastline and
showed good applicability (Batchvarova and Gryning, 1998; Batchvarova et al.,
1999; Gryning and Batchvarova, 2001).

Batchvarova et al. (1999) tested the ability of two quite different models to
simulate the combined spatial and temporal variability of the IBL in an area of
complex terrain and coastline during one day. The simple slab model (Eq. 4.9)
of Gryning and Batchvarova (1996) and the Colorado State University Regional
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Atmospheric Modelling System (CSU-RAMS) were tested against data gathered
during the field study Pacific ’93 of photochemical pollution in the Lower Fraser
Valley of British Columbia, Canada, which includes urban areas. The data were
obtained from tethered balloon flights, free flying balloon ascents, and down-
looking lidar operated from an aircraft flown at roughly 3500 m above sea level.
Both models simulated very well the temporal and spatial development of the
IBL height over the Lower Fraser Valley, and reproduced many of the finer
details revealed by the measurements.

Cleugh and Grimmond (2001) also assessed the validity of the simple CBL slab
model for urban conditions. This was integrated forward in time to predict
the MH, temperature and humidity using measured local-scale heat and water
vapour fluxes for the Sacramento urban region, California. The prediction of
the slab model for the well-mixed CBL height agreed fairly closely with the
measured values. Of the four different CBL growth schemes used, the Tennekes
and Driedonks (1981) model was found to give the best performance.

For the urban nocturnal ABLs it is also reasonable to consider the strong hor-
izontal inhomogeneity and temporal non-stationarity of the UBL and the non-
local character of UBL formation. For such cases Zilitinkevich and Baklanov
(2002) suggested to calculate the stable ABL height h more accurately within
3-D models on the basis of a prognostic formulation and accounting for the hor-
izontal transport through the advection term and the sub-grid scale horizontal
motions through the horizontal diffusivity Kh:

∂h

∂t
+ V∇h = −CE|f |(h − hCQE) + Kh∇2h (4.10)

where V = (u, v) is the horizontal velocity vector, CE is a constant (CE ≈ 1),
and hCQE is the equilibrium MH, calculated from a diagnostic formulation (e.g.,
Zilitinkevich et al., 2002).

4.5. Applications of NWP model outputs

4.5.1. Boundary layer depth in the NAME-model

The UK Met Office maintains a long range Lagrangian (random walk) model
to simulate operational dispersion problems, including nuclear accidents, air
quality forecasts, movement of radiatively active gases (CFCs), fumigations,
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aerosol and PM10 formation, ozone episodes, and movements of volcanic ash
plumes. NWP data (fields-files) are input to NAME from the Met Office Unified
Model; these files include wind speed U , potential temperature θ, etc. at many
vertical levels z at every grid-point. The correct magnitude of boundary layer
depth is crucial for modelling the advection, dispersion and deposition to the
ground, as reported by Maryon and Buckland (1994) and Maryon et al. (1999).
They explained that at the time NAME was first developed, the sensitivity of
the modelling to boundary layer depth was somewhat unexpected. It remains
a reason for the importance assigned to establishing boundary layer depth in
the urban lidar project introduced in Section 4.2.2 (Davies et al., 2003).

NAME can use the boundary layer depth as calculated by the NWP model.
This has a numerical value defined at each grid-point. Alternatively, NAME
uses NWP data to derive boundary layer depth in two ways (Maryon and Best,
1992).

A gradient Richardson number is calculated for each model layer (see also 4.2.1):
the height of the boundary layer is set equal to the height z of the bottom of
the layer in which it exceeds a critical value of 1.3 (this value is based upon ex-
perience using operational NWP data). The concept being invoked here is well
known: boundary layer turbulence is suppressed where the Richardson Number
is sufficiently stable (as discussed in Sutton, 1953). Thus, stepping up through
model layers, evaluate Ri and halt at Ri > 1.3, with Ri calculated from the
vertical gradient of potential temperature and of wind speed (squared):

Ri =
g∆θ/∆z

T̄ (∆u/∆z)2
(4.11)

where T̄ is the mean temperature of the layer.

A parcel ascent method, essentially an adaptation of Holzworth (1964, 1967)
by Maryon and Best (1992), to suit the needs of NWP data is used in the
NAME dispersion model. A parcel of air is assumed to have the same tem-
perature as the air near to the ground. For this the NWP model temperature
from the first model level was more robust than the surface temperature (which
can exhibit large variations). The parcel is allowed to rise, with adiabatic ex-
pansion, until neutrally buoyant (equal potential temperatures for the parcel
and its surroundings). This defines the boundary layer depth. When NAME
calculates the height where the dry adiabat meets the temperature profile, a
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small temperature offset5 (0.5-1.5 degrees) is added to the first layer tempera-
ture (cf. Holzworth, 1964, who used 5 degrees). The dry model was sufficient
and computationally quicker to use than virtual potential temperature, which
takes water vapour into account.

The gradient Richardson number method and parcel ascent method are both
calculated in NAME, then the larger of the two boundary layer heights is se-
lected. If the result is small, then it is reset to the minimum value, typically 80
metres. Although NAME does not have an explicit test for day or night:

• The Richardson Number method, which relies upon wind speed and po-
tential temperature profiles, is adopted mostly at night (stable condi-
tions).

• The parcel ascent method, which relies solely upon the potential temper-
ature profile, is mostly adopted in daytime (unstable conditions).

However the exact selection depends upon the temperature and wind speed
profiles that are received from the NWP model.

4.5.2. Boundary layer depth in the ADMS-model

The ADMS model is an important tool for environmental impact assessments
of stacks and for local air quality management in towns and cities across the
U.K. It uses non-Gaussian plumes whose spread is calculated from turbulence
profiles modelled in the boundary layer.

The ADMS met pre-processor can accept a range of options, from which hourly
values of the boundary layer parameters are calculated, if not already supplied
amongst the input data. These parameters include the sensible heat flux QH ,
the friction velocity u∗, the MO-length L, the convective velocity scale w∗, and
the boundary layer depth h. The meteorological pre-processor is documented
in Thomson (2000).

In stable conditions, the heat flux QH ≤ 0, and the method of Nieuwstadt
(1981) is employed:

5For NAME in urban areas it may be necessary to re-examine the temperature off-set
that is most appropriate. At present the model relies on the NWP generated temperature,
with a fixed off-set, but with high resolution mesoscale modelling, modelled temperatures will
increasingly reflect urban effects.
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h = L
0.3u∗

|f |L
1.0

1.0 + 1.9h/L
(4.12)

This equation enables h to be calculated hour by hour from L and u∗. Under
stable conditions, the model imposes a lower limit value for L as 1 m (rural) or
10 m (urban).

In neutral conditions, as L becomes very large,

h =
0.3u∗

|f | (4.13)

In connection with the very classical expression (4.13), it is noteworthy to men-
tion that generally data seem to indicate much lower values of the coefficient,
mostly between 0.05 and 0.2 (Joffre, 1985; Mahrt, 1981; Joffre et al., 2001),
depending on roughness and free flow stability N .

In unstable conditions, the rate of growth of the boundary layer must be solved.
Using solar radiation (needed as source of the driving energy) from the sun’s
position in the sky, cloud cover (needed to modulate the solar input), and wind
velocity, one can calculate the sensible heat flux QH , the friction velocity u∗,
the MO-Length L, the convective velocity scale w∗, and the boundary layer
depth h. The rate of growth of the daytime ABL is modelled each hour on
the basis that a given part of the solar energy is an input to the convection.
The energy reflected varies with the surface albedo (reflectivity). Energy used
for evaporation may be described using a modified Priestley-Taylor parameter
for moisture availability (ranging from 0.0 in desert, 0.5 urban, to 1.0 rural).
The growth depends also on the lapse rate of the stable layer aloft. This lapse
rate may be input if available. The depth of the boundary layer increases as
the turbulence erodes the stable layer aloft. The model follows the schemes of
Tennekes (1973), Tennekes and Driedonks (1981), and Driedonks (1982), taking
values of the constants as in the latter. The solution for h at each hour during
daytime is found by solving the rate of growth of the boundary layer in earlier
hours, and varies with time according to conditions.

Near dawn, or dusk, the heat flux is changing rapidly, so an additional code is
needed to ensure a smooth transition. The solutions for h are constrained into
limit values of 50 m and 4000 m in ADMS.
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4.6. Stability classes and the mixing height

All the parameterised methods introduced so far require the determination of
z/L or Ri. Measurement of these parameters requires the use of eddy cor-
relation techniques which are usually not available at routine meteorological
stations. For environmental expertises on air pollution, knowledge of atmo-
spheric stability is often still obtained from discrete stability classes which are
determined on the basis of routine meteorological observations when ultrasonic
anemometers are not available. Such expertises are usually undertaken for dif-
ferent kinds of medium or high stack plants, which are not often situated in
densely built-up areas. As an example, the system to determine stability classes
used in Austria is briefly introduced. Average local MHs calculated by a mete-
orological pre-processor can be rather easily assigned to these stability classes,
generally yielding plausible results.

Such simple methods to assess stability from routine meteorological measure-
ments are generally based on data representing rural conditions. However, their
simplicity would call for their extension to be applicable to urban conditions
as well. This section shows the limits of applying this widespread method to
determine atmospheric stability to urban conditions. Comparison with or sub-
stitution by measured MO-length whenever available is strongly recommended
for urban studies.

In Austria, a traditional discrete stability classification scheme with dispersion
parameters developed by Reuter (1970) is used. Stability classes are deter-
mined as a function of half-hourly mean wind speed and a combination of sun
elevation angle, cloud base height and cloud cover; alternatively, the radiation
balance (net radiation) or the vertical temperature gradient is used in com-
bination with the mean wind speed. Of these methods, only representatively
measured vertical temperature gradients have the potential to reflect urban
conditions properly, but these have so far not been realised in Austria as there
are no meteorological towers in central city areas; cloudiness and net radiation
are mostly not very different over an urban area compared to its rural surround-
ings. A three-dimensional statistics of stability classes contains the percentage
frequency of each combination of wind direction (36 categories), wind speed (12
categories), and stability class (6 categories), e.g., over the whole year. The cal-
culation of stability classes is necessary to determine the dispersion parameters
σy and σz as discussed by Hanna and Chang (1992).
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In practice, within the Reuter (1970) scheme, stability classes 2 to 7 can oc-
cur in Austria. Stability classes 2 and 3 occur during daytime in a well-mixed
boundary layer, class 3 allowing also for cases of high wind velocity and mod-
erate cloud cover. Class 4 is representative for cloudy and/or windy conditions
including precipitation or fog and can occur day and night. Classes 5 to 7 occur
at night, static stability increasing with class number.

In Austria, the most widespread method to determine stability classes is based
on a so-called radiation index calculated from the wind speed and a combination
of the three parameters: sun elevation angle, cloud cover and low cloud base
height, and wind speed. At first, for the location of interest, hourly values of the
sun elevation angle ϕ are determined for the whole year and are transformed
into an index IN according to Table 4.1. Once IN is known, the radiation
index can be determined according to Table 4.2.

If during daytime the radiation index according to Table 4.2 is less than one,
it is set to 1, except for the case hc ≤ 2000 m and a cloud amount of 8 octas.
The resulting classification scheme is shown in Table 4.3.

Table 4.1: Index IN depending on the sun elevation angle ϕ.

ϕ ≤ 0◦ 0◦ < ϕ ≤ 15◦ 15◦ < ϕ ≤ 35◦ 35◦ < ϕ ≤ 60◦ ϕ > 60◦

IN 0 1 2 3 4

Table 4.2: Radiation index depending on the index IN, cloud amount, and the height
hc of the lowest clouds

Night Day

Cloud amount 0/8 – 3/8 4/8 – 7/8 8/8 0/8 – 4/8 5/8 – 7/8 8/8

Radiation index

hc ≤ 2000 m −2 −1 0 IN IN − 2 0

hc > 2000 m −2 −1 −1 IN IN − 1 IN − 1



68 Final report COST715 WG2

Table 4.3: Stability classes defined on the radiation index (columns) and wind speed
(rows, in m s−1)

−2 −1 0 1 2 3 4

< 1.8 7 6 4 3 2 2 2

1.8 to 3.3 6 5 4 4 3 2 2

3.4 to 3.8 5 4 4 4 3 2 2

3.9 to 4.8 5 4 4 4 3 3 2

4.9 to 5.3 5 4 4 4 4 3 3

5.4 to 5.8 4 4 4 4 4 3 3

> 5.8 4 4 4 4 4 4 3

The stability classification scheme based on the radiation balance (net radia-
tion) and the wind speed is shown in Table 4.4, while the one based on the
vertical temperature gradient and the wind speed is displayed in Table 4.5.

For unknown reasons, the wind speed classification in Table 4.3 is not consistent
with that in Tables 4.4 and 4.5; this leads to deviations in stability class statis-
tics derived with different methods at the same site. The vertical temperature
gradient is seldom used to derive stability classes. Temperature gradients on
the basis of routine measurements taken at different elevations cannot be often
determined representatively and with enough accuracy.

Table 4.4: Stability classes defined on the radiation balance (columns, in W m−2) and
wind speed (rows, in m s−1)

< −28 −28 to −7 −6 to 54 55 to 109 110 to 244 245 to 415 > 415

< 2 7 6 4 3 2 2 2

2 to 2.9 6 5 4 4 3 2 2

3 to 3.9 5 4 4 4 3 2 2

4 to 4.9 5 4 4 4 3 3 2

5 to 6.9 5 4 4 4 4 3 3

> 6.9 4 4 4 4 4 4 4
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Table 4.5: Stability classes defined on the vertical temperature gradient (columns, in
◦C/100 m) and wind speed (rows, in m s−1)

>2 0.1 to 2 −0.6 to 0 −0.8 to −0.7 −1.1 to −0.9 −1.4 to −1.2 <−1.4

< 2 7 6 4 3 2 2 2

2 to 2.9 6 5 4 4 3 2 2

3 to 3.9 5 4 4 4 3 2 2

4 to 4.9 5 4 4 4 3 3 2

5 to 6.9 5 4 4 4 4 3 3

> 6.9 4 4 4 4 4 4 4

When eddy correlation techniques are not available to determine z/L, the de-
termination of stability classes is crucial for regulatory modelling. Based on
an at least one year time series of hourly meteorological observations, hourly
values of stability classes by one of the three methods are computed. The obser-
vations have to be representative for the site of interest. While the network of
wind data is quite dense in many parts of Central Europe, this is not the case
for cloud amount, net radiation, or the vertical temperature gradient, which
may cause problems to properly determine stability classes representative for
a specific site. Consequently, on-site measurements of net radiation and wind
are often used to get the necessary stability information, sometimes restricted
to shorter time periods when pollution levels are expected to be highest. Time
series of wind and stability data are then used to compute or forecast, e.g.,
yearly averages and frequency distributions of concentrations and the percent-
age of threshold exceedences by a given pollutant. If current concentrations
are known, e.g., from measurements, then future changes of pollution levels can
be estimated. There are some algorithms available to transform the Reuter’s
stability classes to more widespread ones such as those of Klug-Manier used in
Germany or Pasquill–Gifford used in the USA.

For model calculations, a fixed value of the mixing height is frequently assigned
to each stability class. Using the Austrian regulatory Gauss model, default
values for summer are 2500, 2000, and 1100 m for classes 2 to 4, respectively,
and 1100, 1100, and 800 m for winter. No mixing heights are needed in the
model for classes 5 to 7 due to negligible vertical mixing in these situations.
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Table 4.6: Average mixing heights, standard deviations (m above ground) and number
of cases dependent on stability class (Table 4.3) for the area Linz, Austria. Results

are for hourly values over a period of five years.

Stability class Winter Summer

Urban Rural Urban Rural

2 1347/619 1146/734 2216/ > 1000 1830/825

(712) (378) (3458) (2272)

3 1012/794 859/714 1731/179 1507/ >1000

(2915) (1485) (4580) (3249)

4 480/338 485/60 1498/248 1189/ >1000

(11686) (14460) (7297) (9837)

5 124/88 202/293 128/89 146/213

(1053) (1475) (539) (1232)

6 55/48 187/279 52/46 142/252

(3078) (1844) (2956) (2208)

7 35/13 138/225 37/15 115/198

(2231) (1391) (2870) (2070)

Alternatively, a pre-processor can be used to derive average MHs dependent on
the stability class. Here, hourly mixing heights were calculated with the mete-
orological pre-processor TAMOSP (Pechinger et al., 2000). The energy budget
was calculated according to Holtslag and Van Ulden (1983). The convective
MH was calculated after Maul (1980) and Carson (1973) as in CALMET, the
mechanical MH after Nieuwstadt and Tennekes (1981) as in the OML pre-
processor. For the urban site, model land-use 1 (urban) was used with the
following settings: roughness length 1 m, albedo 0.3, Bowen ratio 1.5, factor
for evaluating the ground heat flux from global radiation 0.25 and leaf area
index 0.2. For the rural site, model land use 2 (meadow, fields) was taken with
the following parameter values: roughness length 0.25 m, albedo 0.15; Bowen
ratio 0.5; factor for ground heat flux from global radiation 0.15; leaf area index
3. Results for the Austrian city of Linz are presented in Table 4.6 (Baumann-
Stanzer et al., 2004). Meteorological data were taken from the airport (“rural”)
or the station “Linz-Stadt” (“urban”).

According to Table 4.6, a large number of stable conditions (classes 5 to 7) is
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determined also for the urban site, as the urban effect in determining stability
is only accounted for through the measured wind speed. This shows clearly
the limit of the method when applied to central urban areas. As expected,
however, MHs determined from TAMOSP with urban/rural settings are within
the expected range and decrease with increasing stability class number under
all conditions. In convective conditions (stability classes 2 and 3), the urban
MH is on average clearly larger than the rural one, both in winter and summer,
and the values are not far away from the default values given above. For
stability class 4, which comprises all non-fair weather cases both day and night,
larger average urban MH are calculated only in summer. Under night-time
mechanical turbulence (classes 5 to 7), rural MH are on average larger, which
can be attributed to higher windspeeds at the airport compared to the city.
Apart from the parameter settings given above and from the different ground-
based stations, TAMOSP does not include any other important effects like
heat storage into and release from the urban fabric which might strongly alter
especially the night-time stability and MHs. This simple standard procedure
can therefore not be recommended for use in dense urban areas, at least not for
night-time conditions (unless representative vertical temperature gradients are
available, which is so far usually not the case).

4.7. Future Prospects for NWP models

The non-homogeneity in surface types and thermal properties within a city
should be adequately modelled. In the context of NWP, one can thus raise the
question whether the MH is still a valid concept. It seems that their practical
usefulness in understanding episodes and as input values for the simpler types
of pollution dispersion model renders the concept of MH useful, despite the
recognised uncertainty in its definition. There is increasing interest in using
numerical outputs from NWP models to generate formatted data that can be
then easily input into environmental impact assessment or air quality forecast
models, and where the MH is an important requirement, alongside the stability.
However, within NWP models, simple closure models for the evaluation of the
MH do not work well. Nocturnal stable conditions in urban areas present the
greatest difficulty for modellers. The performance of these simple methods
seems more acceptable for daytime than for nocturnal conditions (Baklanov
and Mestayer, 2004).
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Although modern NWP models can approach the necessary resolution for the
urban scale, the parameterisations of urban effects in most of the existing oper-
ational models are absent or greatly simplified for this purpose, therefore it is
very important to implement the ‘urbanisation’ of NWP models to make their
results more suitable for urban MH calculation. Currently this work is realised
within the EU project FUMAPEX (Baklanov, 2003; see also Section 3.5).

Nevertheless, one potentially promising method to estimate the MH or tur-
bulence profiles for dispersion models is using output from meso-scale NWP
models. There are several possible ways for this. First of all, it is possible
to avoid using the MH concept in dispersion models that can directly use the
eddy diffusivity profiles. This can be done using modern turbulence closures
in meteorological models (using similarity hypothesis of the turbulent viscosity
and diffusion) or directly in 3D atmospheric pollution models. Many advanced
atmospheric dynamics and pollution models already follow this approach (e.g.,
Baklanov, 2000a; Zhang et al., 2001; Kurbatskii, 2001). However, the com-
plexity of prognostic turbulence closure schemes, the requirements for high grid
spatial resolution and problems due to numerical diffusion in Eulerian models
make this method too expensive for practical application for the time being.
So, many dispersion models, especially regulatory models, are still not coupled
to meteorological models. They are based on in situ measurements of meteo-
rological characteristics and need the MH as an input parameter.

Several meso-meteorological models (so-called ’models with an unfixed upper
boundary’) calculate the ABL height from a separate prognostic MH-equation
and then use it as the height of the simulation area. Such models were suggested
by Penenko and Aloyan (1974, 1985). A simple version of this method was
also realised by Arya and Byun (1987) and Byun and Arya (1990) for a 2-
D numerical model of the UBL. Such a method can be very useful for next-
generation models, especially if the meteorological models include urban effects.
However, such models are much more expensive in computation time (Baklanov
et al., 2002).

More recently, output data from 3-D NWP models have been increasingly used
for MH estimation based on different approaches, e.g.: turbulent kinetic en-
ergy models, k-ε models, sub-grid scale turbulent closure models (incl. LES
mode), and second-order momentum turbulent closure models. The MH can
be estimated at each model grid point from the vertical profile of indicators of
turbulence, e.g.:
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• The turbulent kinetic energy (TKE) or eddy decay,

• The Richardson-number method, or

• Various parameterisation methods or simple models (see Section 4.3).

The direct calculation of MH from the simulated TKE or turbulence profiles
for the daytime UBL shows good and promising results (e.g., Batchvarova et
al., 1999). However, this approach is very sensitive to the turbulence closure
scheme, and can thus be quite uncertain in practice. Zhang et al. (2001)
showed that local closure schemes lead to considerable errors for the daytime
MH as well. In spite of promising results for the CBL height, using the same
method for the nocturnal MH (SBL) can yield considerable problems and large
uncertainties for the MH estimation, e.g., from the TKE equation using a local
closure. This was shown by Baklanov (2000b) with a new version of the DMI-
HIRLAM model (Sass et al., 2000; Nielsen and Sass, 2000) using the CBR-
turbulence scheme (Cuxart et al., 2000) to test the direct calculation of the
ABL height from the TKE-profile by the eddy decay approach, which yielded
considerable underestimation of the stable ABL height.
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5. Recent experimental campaigns and data

We present in this Chapter a set of recent field campaigns providing relevant
meteorological, turbulence and urban features data for European urban and
sub-urban conditions. Such data can be used for testing and validating param-
eterisation schemes and models.

5.1. Basel, Switzerland

The Basel UrBan Boundary Layer Experiment BUBBLE (Rotach et al., 2004a,
b) was a long lasting and detailed experimental (full-scale and wind tunnel) and
numerical modelling effort to better understand the (thermo)dynamics of the
UBL. Its philosophy was mainly based on the notion that both, detailed near-
surface turbulence observations and information on the full UBL, are required.
Therefore, for a period of one year, a network of seven micrometeorological sta-
tions (three urban, one suburban and three rural reference sites) was operated
in the City of Basel with 6 levels of turbulence observations up to more than
twice the local building height. At these sites the full radiation balance (four
components) was continuously measured. For the same period of one year, a
wind-profiler near the city centre yielded the mean wind profile as well as some
turbulence information with a 43 m vertical resolution every 1/2 hour. Also an
essentially co-located aerosol lidar gave information on the aerosol distribution
(vertical resolution: 10 m) in the lower urban atmosphere and hence allowed
derivation of the ‘Aerosol Mixing Height’ (as a surrogate for the UBL height).

For a period of some five weeks in summer 2002 (IOP) a large number of
additional observations was realised:

• More surface sites (profiles up to twice the obstacle height): one suburban
and several rural stations (e.g., Christen et al., 2003).

• Additional turbulence observations at one urban site (spatial heterogene-
ity, averaging, CO2 exchange).

• Additional remote sensing: RASS (urban site), 2 sodar sites (rural), teth-
ered balloon (urban).

• Detailed street canyon energetics (surface temperatures, radiative emis-
sions and divergences, etc.).

• A tracer release experiment with near-roof level source and sampling (Ro-
tach et al., 2004a).



76 Final report COST715 WG2

In addition to these full-scale observations, numerical (Roulet, 2002) and phys-
ical modelling (Feddersen et al., 2003) is being pursued in order to optimally
take advantage of all these different approaches to investigate the UBL. For
further details on BUBBLE and first results see Rotach et al. (2004b).

Figure 5.1: Map of the activities during the Basel Urban Boundary Layer Experiment

(BUBBLE), in Basel, Switzerland 2001/2002. All surface sites are coded by

three letters “Ab1”, with A indicating the surface type: urban (U), suburban

(S) or rural (R). The second letter indicates if the station is experimental (e)

or if it is an operational and permanent (p) station. Five sites are outside the

map subset. Topography is indicated in m above sea level. The built-up area

includes urban, industrial, and higher density suburban areas (from Rotach et

al., 2004a).

5.2. Greater Marseille area, France (UBL-ESCOMPTE)

The ESCOMPTE field campaign took place over an area of 120 km x 120
km, from June 4 to July 16, 2001. The set-up involved 20 stations, equipped
for gas (ozone, nitrogen oxides, VOCs, etc.) and/or particle measurements,
among which two on boats, and two in trucks. The surface energy budget was
measured at 9 sites. The meteorological basic parameters were also measured
at 5 complementary sites. Wind profiles were continuously measured at 12
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sites by 7 sodars, 4 UHF and 4 VHF radars. Three lidars were also operated,
as well as 4 radiosonde systems, and 7 aircrafts. Finally 33 constant-volume
balloons were launched and tracked during the Intense Observation Periods
(IOPs). As a complementary project, the UBL/CLU experiment documented
the four-dimensional structure of the urban boundary layer in connection with
the urban canopy energy exchanges with the atmosphere during a summer pe-
riod of low wind and breeze conditions. The objectives were (1) to compare
urban and rural atmospheric boundary layers, explore the influence of sea breeze
on the UBL, and document the UBL turbulent fields, and (2) to construct a
data base allowing testing of urban energy exchange schemes, surface temper-
ature remote sensing from satellites, and high resolution meteorological and
chemistry-transport models.

During the campaign, two types of intensive observation periods provided more
comprehensive data:

(i) Five ESCOMPTE IOPs during situations of land-sea breeze and high insu-
lation eventually mixed with a light Mistral during the IOPs 2a and 4. During
these periods one airplane flew over Marseille to document the UBL, measuring
the atmospheric composition and the wind and turbulence within or at the top
of the boundary layer.

(ii) Four Infrared IOPs when a light airplane equipped with a thermal infrared
mapping camera scanned the urban canopy at different times in the day. The
influence of spatial resolution and sensor orientation on the surface temperature
measurements were documented by flying successively over three urban districts
in 8 different directions with respect to the sun, including the city centre mea-
surement site that was monitored by an array of IR radio-thermometers.

After qualification/validation, the data have been included in the ESCOMPTE
structured data base (http://medias.obs-mip.fr/escompte) which is freely
accessible (Mestayer et al., 2004).

In the urban area, the instrumentation was mainly deployed at five sites along
the North-South axis of the city, roughly parallel to the bay shoreline (Fig.
5.2). Three urban/suburban stations (GLM, CAA, STJ) were equipped with
micro-meteorological masts where the turbulent and radiation fluxes necessary
to monitor the canopy surface energy budget were continuously measured: the
masts rose some 12 to 20 m above the urban canopy level and the turbulent
fluxes were measured at 2 levels. The other two sites (OBS, VAL) also included
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turbulence instrumentation on 12 and 10 m-masts, respectively, as a ground
reference for vertical profilers (see below).

The central site (CAA) was located in the rather uniform, dense part of the
city centre. Surface energy balance fluxes were measured using eddy covariance
instruments and radiometers, mounted on a pneumatic tower 20.7 m above roof
level. Two scintillometers were also deployed to evaluate the integrated heat
flux over the city centre, with ∼2 km optical paths oriented N-S and E-W,
respectively. The site was also equipped with an array of up to 19 IR radio-
thermometers, either fixed ones to monitor the surface temperature of selected
elementary surfaces, or hand-held to evaluate surface temperature distributions
during periods of intense observation. In this urban fragment, during some
periods thermometers also monitored heat exchanges between the inside and the
outside of buildings. At the suburban site STJ, two IR radio-thermometers were
also operated to monitor the composite surface temperatures of the ensembles
immediately North and South of the site.

An array of 20 T-RH sensors with continuous recorders, at a height of 6 m
above the ground allowed monitoring the dependency of the urban heat island
on meteorological conditions, district structure, and the distance to the sea
(Figure 5.2). In addition, some T-RH transect measurements were occasionally
obtained with a car equipped with T-RH ventilated sensors at z = 2 m.

The set-up included an array of four vertical sounders: two sodars at the sub-
urban sites GLM and STJ, sounding the lower part of the ABL, a UHF-wind
profiler radar (and a tethered balloon occasionally) measuring thermodynamic
(and ozone) ABL profiles at the OBS site, close to the city centre, and a RASS-
sodar sounding wind and temperature vertical profiles at the VAL site. At this
site, located at the border of the city and overlooking most of the urban area
two lidars were scanning the atmosphere horizontally and vertically up to a
distance of about 10 km: a UV lidar measuring ozone concentrations, and a
10 µm Doppler lidar (called TWL, transportable wind lidar) measuring the ra-
dial wind. Both instruments were operated in parallel to generate tomographic
observations of the aerosol content and the UBL structure in the scanned vol-
ume (Fig. 5.3). These sounders were also part of the larger array of 18 vertical
sounders deployed in the ESCOMPTE set-up allowing to monitor the 3-D struc-
ture of the ABL over the regional domain. The data from the sounders have
been composed with those obtained during the airplane flights over Marseille
(Fig. 5.4) to provide in-depth description of the UBL/ABL structure.
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Figure 5.2: Map of Marseille city and its vicinity (analysed section of the BDTopo).

The Etoile ridge lies immediately north of the map limit. The map indicates

the limits of the main built-up area (Long, 2003), the stars – the positions of

UBL/CLU measurement stations; the diamonds – the T-RH network, and the

straight lines – the scintillometer paths.
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Figure 5.3: Vertical cross section of radial velocities with TWL pointing eastward

towards land (azimuth 110◦). The arrows indicate the flow circulation in the

section (after Mestayer et al., 2003, 2004).

Figure 5.4: Dissipation rate of turbulent kinetic energy (m2 s−3) measured with the

Merlin IV-aircraft (MeteoFrance) along the south-north legs at levels 1050, 750

and 500 m. The overflown relief is also represented with the sea on the left

(south). The duration of the flight over the town, between the Calanques ridge

to the south and the Etoile massif to the north, is 3 minutes. The energy

spectrum high frequency tail is a relevant indicator of turbulence intensity in

such inhomogeneous conditions (after Säıd et al., 2001).
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The remote sensing part of the project includes analysis of visible and infrared
data from satellite and from an airborne camera, compared to ground-based
measurements. About 150 useable images from the Advanced Very High Reso-
lution Radiometer (AVHRR) on board satellites NOAA-12, -14, and -16, with
an average of 4 images/day, are under analysis. Sixty-six images from MODIS
on board the TERRA satellite were also obtained from the NASA/EOSDIS
data centre. Finally, a single high resolution ASTER image was obtained from
NASA/JPL and NASDA on 27 May 2001. Airborne measurements include
nadir surface temperatures from a PRT5 Barnes radiometer (8-14 µm spectral
band) aboard the Merlin IV aircraft, and images from a thermal infrared (TIR)
camera (INFRAMETRICS model 760, 7.5-13 µm spectral window) equipped
with 80◦ wide-angle lenses and placed aboard a PA28 aircraft, inclined about
20◦ backward. Flying several crossing axes above the city allowed obtaining
TIR measurements in a -60◦ to +60◦ range of zenith view angles in all azimuth
directions, in order to characterize TIR directional effects as the difference be-
tween oblique and nadir measurements of radiative surface temperature.

Multi-spectral and panchromatic SPOT images were also analysed to obtain
surface types coverage with a very high resolution. Specific statistical analysis
of the 3-D data base BDTopo of IGN (the French national geographic institute),
describing such urban objects as buildings, constructions, vegetation, etc., have
been combined with satellite data to generate high resolution maps of the sur-
face energy model input parameters such as urban land uses, roughness length,
albedo, etc., and to characterise the district types (Fig. 5.2).

5.3. Birmingham, UK

The Birmingham field trials carried out in 1998, 1999 and 2000 were designed
to measure the sensible heat flux and stability in order to improve air quality
forecasting. Three urban experiments have been conducted at the Dunlop fac-
tory site within the city of Birmingham, U.K. (Ellis and Middleton, 2000a,b,c).
Work on the roughness length, wind speeds and friction velocity of the site
has been summarised for COST-715 WG1. With regard to WG2, the data set
includes measured values for radiation, sensible heat flux, and stability (as the
Monin-Obukhov length L). Instruments were operated on 15 m, 30 m, and 45
m masts for 4-week periods in 1998, 1999 and 2000 at the factory site. This site
was involved in continuous tyre production, so significant amounts of energy
were used. Synoptic observations were taken from the Coleshill station outside
the city.
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At Dunlop Tyre Ltd, a small grassed area of lawns located near the Tyre Testing
area with modest trees to the Western end of the lawn was used. The lawn area
free of small trees was just big enough to accept the guy ropes of the tallest mast,
45 m high, with guy ropes for smaller masts at 15 m (2 of) and 30 m fitted in
amongst them. This also meant the masts were fairly close to factory buildings,
as the lawn was surrounded by roadways and then factory buildings. One side
was more open in aspect. The topography is generally fairly flat, apart from the
many large factory buildings. Although the measurement site itself was over
grass, the location as a whole was well within the city and largely surrounded
by extensive areas of factories and housing. The masts were well above roof
heights. Masts carried instruments so that values of the above variables were
measured. On the other hand, the relief around Coleshill could be described
as ”gently rolling”: there are no steep slopes nearby. The station is located in
a field at a farm, with hedges, trees and farm buildings, and so it is less well
exposed than an airport station would be. It is about 8.5 km from the Dunlop
site (see Fig. 5.5).

Figure 5.5: Relative positions of Dunlop Tyres Ltd. and Coleshill synoptic station.

Map shows an area of approximately 17.4 km × 10.9 km.

During the 2000 campaign, following discussions in COST-715, a sonic anemome-
ter was also placed on a 15 m mast beside the Coleshill station, to measure sen-
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sible heat flux, friction velocity and Monin-Obukhov stability simultaneously
at both sites. In addition to the expected change in wind speed associated with
increased surface roughness, a clear difference in heat flux at the two sites was
observed. Just adding this one instrument to an existing standard observing
station provides valuable measurements of variables that are very important in
influencing dispersion near the ground: the friction velocity and MO-length L.
Traditionally, these are not often routinely observed. Measurements remain an
important research question for urban meteorology: how should they be done,
and where sited. In the light of discussions within WG1 of COST-715, the data
have been examined in several ways, especially in comparing the urban and
rural measurements. The experiment was reviewed in Middleton et al. (2002).

Mean wind and direction, standard deviations of azimuth and elevation, and
the three wind components were obtained. In the later study a fast hygrometer
measured water vapour fluctuations for the latent heat flux. Monin-Obukhov
length, friction velocity, turbulence intensity, and surface roughness length for
momentum were estimated. At and below the surface, the mean tempera-
tures on grass and concrete were measured. In the later study a downward
IR-thermometer also gave a measure of surface temperature. Radiometers mea-
sured upward and downward components of short wave and long wave radiation.
Humidity (via dew point), pressure, and rainfall were also recorded.

The primary stimulus to the experiment was the need to obtain measurements of
heat flux and stability in a UK city. These were crucial to further improvements
in the forecasting of urban air quality. The UK National air quality bulletin
system at the time was using the BOXURB model, and during the period of the
study has switched to a version of the NAME model. In either case a proper
diagnosis of stability, especially at the morning and evening transition, which
may coincide with a peak in emissions at rush-hour, was required. Applications
of the data in verifying surface energy balance schemes and for use in urban
mesoscale modelling were also of interest, although the mast height of 45 m was
judged low at the time of the experiments for the purposes of mesoscale model
verifications. The questions to be addressed included:

• What is a possible choice of the default limit to be set upon 1/L when
modelling an urban area in stable conditions?

• How can urban thermal properties be easily parameterised?

• How should urban stability be allowed for in dispersion modelling?
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• In what meteorological conditions and at what latitudes can urban con-
ditions still go very stable?

In 1998 and 1999, the rural Coleshill data were restricted to the normal synoptic
observations from a standard Met Office station, e.g., 10 m cup van/anemometer.
In 2000, a 15 m mast with a sonic anemometer was placed alongside the sta-
tion, to record the three wind components and temperature fluctuations. From
these data were derived estimates for the turbulence, standard deviations of
wind elevation and azimuth directions, sensible heat flux, friction velocity and
Monin-Obukhov length.

5.4. Bologna, Italy

Bologna is located in the south-eastern border of the Po Valley basin, Italy,
near the Apennines mountain chain. The terrain is characterised by a complex
morphological structure with several small valleys leading to the flat land. The
whole area is heavy industrialised and densely populated. In the flat Po Valley
basin, calm wind is very frequent and strong temperature inversions are often
observed near the ground, during the night and in the winter period, when
the occurrence of a stable boundary layer is common. This SBL is related to
heavy pollution episodes because the pollutants emitted at the ground level are
capped inside.

Figure 5.6: Left, the Po valley and the experimental area (highlighted by the red

square, where dots represent the main cities). Right, the Bologna urban area

(urban in orange and industrial in grey), orography (coloured level lines) and

the 9 standard permanent meteorological stations (red dots).



COST715 WG2 Recent experimental campaigns and data 85

During the sunny days, especially in summer, a thermal convective boundary
layer (CBL) is common in the Po Valley. During summer anti-cyclonic condi-
tions, the local circulation is completely driven by thermal contrasts (Tampieri
and Trombetti, 1981). Near the coastline and at the exit of the valley in the
plain, where the heterogeneities become more important, the growth of an in-
ternal boundary layer (IBL) is expected.

Because urban areas are the main cause for surface heterogeneities due to the
large amount of the urbanised areas in the Po valley, an experimental study was
performed to assess the influence of one of these urbanised surfaces, Bologna,
on the structure of the ABL (Fig. 5.6). Bologna is the main urban area in
the Emilia-Romagna region, with a metropolitan area of about half a million
inhabitants. It is located close to hills with maximum heights around 300 m,
where two small valleys enter the plain. Therefore, there is a combined effect
of complex terrain features and urban influences on the ABL structure.

The Bologna experiment took place in 2001 and 2002 to investigate the surface
fluxes and evaluate the surface energy budget and the mixing height, during
typical summer and winter weather conditions. Turbulence and mixing height
measurements were carried out by means of a sodar, a sonic anemometer and a
high frequency hygrometer located on the top of a building in the Bologna city
centre and at the rural synoptic meteorological station of San Pietro Capofiume,
where standard vertical soundings (TEMP) are also performed. The sodar and
sonic data cover periods ranging between 20 and 30 days, mainly during May-
August 2001 and January-March 2002.

Moreover, to investigate the heat island effect, a temperature mapping ex-
periment was made by positioning 21 thermometers in the town and in the
suburban and rural surroundings. All the data were compared with data from
9 ground meteorological stations located inside the experimental area. The
data cover periods of 20-30 days during winter (January-February 2001) and
summer (May-June 2001). Figure 5.7 shows the location of instruments during
the temperature mapping experiment (left) and during the surface fluxes and
mixing height experiment (right).
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Figure 5.7: The location of instruments in the urban area during the “temperature map-

ping experiment” (left) and during the “surface fluxes-MH experiment” (right),

numbers refer to the instrument locations: 1 – Palazzo Accursio, 2 – Torre della

Specola, and 3 – CNR.

The 21 thermometers used for the temperature mapping were located mainly
above the mean roof level inside the urban area, avoiding local obstacles and
roofs irradiance, and at ground level on grass surface in the surroundings.

During the urban campaigns, sodar and sonic anemometers were placed
over 2 historic towers (Torre della Specola 50 m and Palazzo Accursio
35 m) both higher than the surrounding buildings (12-18 m) and located in
Bologna downtown at the centre of the urbanised surface. A third instrumen-
ted site was in the northern part of the city (CNR, 25 m) in a suburban area.
During the campaigns, instruments were located at the rural site of San Pietro
Capofiume, a meteorological observatory located about 25 km NNE from
Bologna where a standard radiosonde is launched every day at 00:00 and
12:00 GMT. The site is about 11 m a.s.l. in a flat rural area, and well rep-
resentative of typical Po valley conditions. The Bologna data-set is available
from http://envecity.fmi.fi/cost715/, and contains all the data from the
experiment.

The 30 minutes averages of the sonic anemometer time series were split into
stable, neutral and convective periods on the basis of the Monin-Obukhov length
L. The splitting was made to compare L with a threshold value Lthr. This
threshold value was chosen empirically in order to minimise the mis-diagnosis
of convective conditions during the night. After several tests, the threshold
value was set to 100 m for urban and 50 m for rural conditions.
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Table 5.1: Characteristics of the Bologna experiment: measurement campaigns, sites,
periods and instruments.

The mixing height estimated using the signals measured by the sodar on the
top of a building in Bologna city centre was chosen as the “reference” MH-value
using the following method. In stable conditions, the MH is identified as a local
minimum level of the structure parameter for temperature C 2

T , just above its
first maximum from the surface (Klapisz and Weill, 1985):

MHstable = z(C2
T = min). (5.1)

Under convective conditions, because the maximum measurement level reached
by the sodar was always below the MH, a similarity method based on profiles
of the vertical standard deviation σw was applied, as suggested by Seibert et
al. (1998). In these conditions, the σw-maximum level is taken as the third of
the MH:

MHconvective = c z(σw = max) (5.2)
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with c ≈ 3, an “empirical” factor suggested by F. Tampieri (personal com-
munication). For neutral conditions the MH was not estimated from sodar
measurements.

The MH and surface energy budget parameters from the Bologna experiment
were also compared with simulations by the mass-consistent meteorological pre-
processor CALMET-SMR running daily at the ARPA meteorological service
(Deserti et al., 2001). The CALMET pre-processor (Scire et al., 1999) is based
on the Holtslag and Van Ulden energy budget method.

Results on the surface energy budget parameters (u∗ and L) and the MH from
the Bologna experiment are reported in Sections 6.1.5 and 7.3.2, respectively.

5.5. Cracow, Poland

Two extensive measurement periods were simultaneously conducted in the frame-
work of COST-715, in the cities of Cracow and Katowice, Poland (20–25.08.2002
and 10–8.06.2003) to investigate the city influence on the ABL, especially on
the mixing height. Cracow is one of the biggest cities of Poland with about
1 000 000 inhabitants, while Katowice, distant from Cracow by 70 km, is also
a large city in the centre of the Silesia industrial region.

The measurement site in Cracow is located in the city area: the Urban Mete-
orological Station (UMS) is Cracow Czyyny, located in the middle of the city
between two main centres of urbanisation (the old centre of Cracow and the
new industrial part Nowa Huta; Fig. 5.8). The area is flat, surrounded by
numerous trees and bushes. The nearest great buildings are located at about
300 m, though smaller flat buildings are quite near (20 m). The station is lo-
cated near the centre of the urban heat island, as identified on satellite images.
The mean wind speed at UMS is about half of the values recorded at a station
located outside the city.

During the COST-715 experiment, most of the remote sensing equipment was
located in Cracow with two sodars located at the UMS: one monostatic with
Doppler analyses of vertical wind components (covering the layer 30–1000 m),
and one Doppler sodar for the determination of the vertical wind profile. Ad-
ditionally, at the UMS in Cracow were operated an aerosol lidar, a tethered
balloon (profiles of wind speed, temperature, humidity), one sonic anemometer
mounted 2 m above the grass-covered surface, a system of three pyranometers
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Figure 5.8: The Cracow area with indication of the main land use classes. The urban

meteorological station site is marked by a red dot. The station is located near

the old, historical airport not used now, covered by buildings.

and a semiconductor sensor to determine the heat flux. An automatic mete-
orological system measured temperature and wind speed every 6 s at heights
of 2 and 10 m for the calculation of the Monin-Obukhov length L. A sec-
ond measurement site was located in the urban part of Katowice (located at
70 km from Cracow) with one monostatic Doppler sodar. The two data sets
were analysed separately, the data set of the “Katowice” monostatic sodar was
used for preparing the MH determination method based on the concentration
of Polonium (see Section 7.6).

These measurements were supplemented by standard meteorological measure-
ments in both cities and with a network of meteorological stations in the sur-
rounding rural areas. The evolution of meteorological conditions involved the
following parameters: atmospheric pressure, air temperature, wind velocity, rel-
ative humidity, precipitation, solar radiation, cloudiness, visibility, and cloud-
base.

The tracer measurements consisted of pumping ambient air together with all
particles through a filter with adjusted flow rate. A special semiconductor PIPS
CAM detector was placed above this filter so that alpha radiation emitted by
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polonium 218Po, which was separated out of the air stream and deposited on
the filter, could be detected. The detector was part of an alpha spectroscopy
system. Therefore, it was possible to distinguish alpha particle energy and
identify isotopes collected on filters (Osrodka et al., 2002). Two 24-hrs mea-
surements of Polonium concentrations were performed on a former airfield in
the centre of Cracow near the UMS from where meteorological data were also
collected, during days with well-marked diurnal changes of MH (sunny, hot
weather). In Katowice, Polonium concentration measurements near the surface
and investigations of their relationship to the MH have been performed on an
experimental basis since 1999. Now the Polish Institute of Meteorology and
Water Management has data from 30 such experiments.

Measurements of radon 222Rn concentrations in soil gas were performed at a
depth of 1 meter using the Barasol probe. This probe is adjusted to permanent
and long-term measurements. This device is equipped with a silicon detector
of PIPS type. Results were averaged over period of 15 minutes.

The data set will be used for calibrating the formulae for the determination
of the MH and the heat fluxes. The objectives of the campaigns were: (i)
to verify the radiation balance models by comparison with measurements, (ii)
to verify MH models by comparison with measurements, (iii) to implement the
MH parameterisation model based on measurements of concentrations of Radon
derivatives, and (iv) to apply a LES-model to the calculation of ABL turbulent
flow characteristics (TKE, MH, roughness coefficient, u∗, radiation flux, etc.),
in order to verify pollution dispersion parameterization in other widely used
models (like Gaussian plume model, Gaussian cloud model).

The MH was determined in both Cracow and Katowice using the monostatic
sodar. Physical parameter data of the boundary layer were collected in real
time. However these results were averaged over 1-hr periods to harmonise
them with polonium air concentration measurements. Results on the MH are
reported in Sections 7.3.3, 7.4.2, and 7.6.

5.6. Helsinki, Finland

Mixing height estimates utilising data from the Kivenlahti radio tower (327
m high tower located in the western suburban area of Helsinki, in Espoo) are
continuously compared with predictions from the NWP HIRLAM-model. One
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objective of this work is to improve the parameterisation for urban turbulence
and the MH in the UDM-FMI and HIRLAM models (e.g. Rantamäki et al.,
2003), especially under stable situations. These studies are continued as part
of the FUMAPEX-project.

An extensive amount of ceilometer data and vertical soundings data from the
Helsinki area is utilised to test the applicability of the ceilometer for mixing
height determination. The typical problem for lidars, to be able to measure in
the lowest few hundred meters due to inadequate optical overlap, is overcome
with the Vaisala CT25K single-lens design (a pulsed diode, InGaAs, lidar-based
ceilometer operating at 905 nm with a measurement range of 7.5 km), with
which the highest signal-to-noise ratio is achieved at the lowest altitudes. This
permits determining, e.g., the nocturnal boundary layer better than before.
Furthermore, since in an urban environment the atmosphere is always more or
less turbid, this will provide more detectable signal than in a clear atmosphere,
hence providing a clear opportunity for using ceilometers for measuring and
predicting urban pollution levels and the urban mixing height.

Measurements used in this study were carried out in 2002 at the test field of
Vaisala Ltd, in the northern suburban area of Helsinki, using a Vaisala CT25K
ceilometer pointing in a near-vertical direction. Routine soundings carried out
every workday provided reference information, and all standard meteorologi-
cal parameters including visibility and present weather were recorded contin-
uously nearby (ref. http://www.vaisala.com/weather). Data were recorded
at 15-second intervals and stored for later analysis. The surroundings are rural-
suburban, 15 km north of downtown Helsinki and the southern coast of Finland.
No major industry is present in the neighbourhood. The results of a meteo-
rological pre-processing model FMI-MPP (Karppinen et al., 1998) were also
utilised in this study.

5.7. The CALRAS data set

As a result of the Mesoscale Alpine Programme MAP, the MAP data cen-
tre (www.map.ethz.ch) issued the comprehensive Alpine radiosonde data set
CALRAS (Comprehensive Alpine Radiosonde; Häberli, 2001) for the period
1991–1999 with additional stations in Central Europe. The quality controlled,
high resolution radiosoundings from CALRAS are also available for big cities
in and around the Alpine area (Fig. 5.9).
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Figure 5.9: Radiosonde launching sites of the CALRAS data set 1991-1999.

Figure 5.10: Urban area of Munich, position of the radiosonde site at the airport

(RASO), topography (contour lines) and sectors of wind directions with ur-

ban/rural influence.
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The project “Climatology of Alpine Boundary Layer Heights” used the CAL-
RAS data set of the MAP upper air station network set up during the Spe-
cial Observation Period between Sept. 7 and Nov. 15, 1999, to test a set of
diagnostic schemes like the Heffter method, parcel methods, Richardson num-
ber methods, the humidity-jump method (see Section 4.2.1) and the height of
the local wind maximum to derive the mixing height (Baumann-Stanzer and
Groehn, 2004). In Section 7.2.1, the CALRAS data set for Munich will be used
to compare different diagnostic schemes to derive MH both for day and night.

MHs are calculated for all cases when the radiosoundings sampled within the
urban plume downwind of the city and for those cases when mainly rural areas
upwind of the radiosonde site influence the profile. The observed wind direction
at 500 m above ground is used to determine whether the radiosounding is mainly
launched within the urban plume (“urban” profile) or whether the probed air
has crossed the countryside before arriving at the sounding site (“rural” profile).
This is indicated by the wind direction sectors for Munich in Fig. 5.10.

5.8. ATHIBLEX/MEDCAPHOT experiments in Athens

The MEDCAPHOT-TRACE experiment took place in the Greater Athens area
(Fig. 5.11) for 30 days during the summer of 1994, and encompassed a variety
of meteorological situations (Ziomas, 1998). The purpose was to study the
chemical and meteorological evolution of ozone and related compounds under
various synoptic and local meteorological conditions.

Meteorological measurements included: near surface wind measurements per-
formed on small masts at 11 locations, turbulence measurements with two sonic
anemometers at two sites (one within the city, at the National Observatory of
Athens, NOA, 4 km inland from the shoreline station, the other one 13 km
inland in a suburban area, Marousi), profiles of wind speed and direction, air
temperature and humidity up to 500 m height with tethersondes at both sites;
and regular radiosoundings performed twice a day at the old Athens Airport
near the coastline. Besides, in addition to the 9 operating stations of the ex-
isting air pollution monitoring network, 18 new stations were operated within
the Greater Athens area. Instrumentation for air quality consisted of ground-
based air pollution measuring systems (gas analyzers and gas chromatographs),
integrated-path air pollution measuring systems (DOAS), and ground-based
laser remote sensing systems (lidar). These data were completed by 9 flights
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Figure 5.11: Topography contour lines with 50m intervals of the Attiki peninsula. The

locations of the stations at the city center (NOA), Marousi, and Spata are also

indicated.

of an aircraft measuring air pollution and meteorological parameters during a
period of 10 days.

Atmospheric turbulence and vertical profiles of various meteorological param-
eters over the area (mainly at NOA and Marousi) were investigated by Batch-
varova and Gryning (1998) who obtained the following useful information on
urban and suburban characteristics:

• During prevailing synoptic winds (Northerlies), heat fluxes were 25%
higher at NOA than at the Marousi station, while the difference in friction
velocity was less than 15% (higher at NOA).
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• During days with a pronounced sea breeze, the differences in heat fluxes
were larger at the two sites compared with days with synoptic winds.

• The temperature amplitude at Marousi is larger for sea breeze days com-
pared to northerly winds days, while at NOA there is no difference in air
temperature amplitude for the two types of wind flow. During the sea
breeze days, the temperature at Marousi is more than 2◦C lower than the
temperature at NOA during the night while it becomes 1◦C higher during
the day.

• The height of the internal boundary was also measured at NOA for several
days. This was found not to exceed 400 m.

The collected data were re-examined by Dandou et al. (2004) using numerical
simulations in order to advance our understanding of urban effects on meteo-
rological parameters. The simulations were carried out with a modified version
of MM5 where changes were introduced both in the thermal and the dynamical
part.

5.9. Copenhagen, Denmark

Several experimental studies on the ABL structure and dispersion in the Copen-
hagen area and surroundings have been performed: the Copenhagen experi-
ment (Gryning and Lyck, 1980), the Øresund experiment (Gryning, 1985), the
Jægtvej study (Kemp and Palmgren, 2003), and the Jægersborg measurements
(Rasmussen et al., 1997; Baklanov and Kuchin, 2004).

The Copenhagen metropolitan area (Greater Copenhagen) was chosen partic-
ularly for the inter-comparison of methods and experimental studies on the
mixing layer under urban conditions (Baklanov and Kuchin, 2004). Figure
5.12 presents a map of the Copenhagen Metropolitan area and its surroundings
with the locations of the meteorological measurement stations of the Danish
Meteorological Institute (DMI) and other Danish research institutes. The ra-
diosounding station of Jægersborg (marked by a big red ellipse on the map)
is used for the MH studies. This station is situated inside Greater Copen-
hagen and it can be considered as an urban (or semi-urban) site. It is situated
on a small hill (40 meters above sea level) with a relatively homogeneous and
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open surface (∼ 100 m), and surrounded by urban areas from S, SW, and SE-
directions; semi-urban and rural areas – from NW and N-directions, and by a
forest park in the coastal area with the Øresund water surface upwind from the
NE-direction. Therefore, all measurements from the radiosounding station were
separated for analysis according to the wind direction from three corresponding
sectors: 1) urban areas of central Copenhagen 2) rural and semi-urban areas,
and 3) water and coastal forest. The sector separation is indicated by the black
lines on the map in Fig. 5.12. The effective roughness for these sectors is 1) 1
m, 2) 0.31 m, 3) 0.2 m, respectively.

Several years statistics of radiosounding profiles from the Jægersborg station
were analysed and included in the dataset. This station is included in the WMO
database, but DMI radiosounding stations use a higher vertical resolution than
the WMO standards, therefore, we will use the original data with the high-
est resolution. The Jægerborg station releases radiosondes twice a day: 12:00
and 24:00, local time (corresponding in winter to 11:00 UTC and 23:00 UTC).
The vertical structure (from 2 m up to 5000 m) of the following meteorological
values is measured: pressure, wind velocity, wind direction, air temperature
and dew-point. From these data the vertical profiles of the potential (θ) and
virtual (θv) temperature, relative humidity (q), and mixing ratio (r) can be
calculated. The first lowest level measurements are performed at 2 meters for
pressure, air temperature, and dew-point; and at 10 meters for wind velocity
and direction by separate instruments at the moment of the radiosonde launch-
ing. The next level of a radiosonde measurement corresponds to 25–50 metres,
and further measurements follow each 5 seconds with a vertical resolution of
25–50 m depending on the ascent velocity of the radiosonde.

Additionally, wind and temperature vertical profiles for the Copenhagen area
are available from measurements by commercial aircrafts departing or landing
at the Kastrup airport (situated almost inside of Greater Copenhagen, Fig.
5.12). Most of the airplanes are equipped with on-board sensors of pressure,
temperature, wind velocity, and will be equipped soon with moisture sensors. In
the framework of the EUMETNET-AMDAR Project (Aircraft Meteorological
Data Reporting; E-AMDAR, 2002), in which DMI participates (see also Section
4.2.3), all meteorological data from the involved airplanes are transferred in the
AMDAR communication system (AMDAR, 2003) and available operationally.
The DMI-HIRLAM model already assimilates these data for the operational
NWP. The quality of these data is comparable with the radiosounding data
and will be increased in the future, besides the fact that aircraft measurements
are much more frequent in time (excluding night-time).
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Figure 5.12: Map of the Copenhagen Metropolitan area and surroundings with the

position of meteorological measurement stations. The radiosounding station

Jægersborg is marked by a big red ellipse, the corresponding 3 sectors, considered

in the report for the station, are separated by the black lines.
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Finally, measurements from the Risø research meteorological mast (200 m high)
outside of the Copenhagen urban area can be used as reference data for com-
parative studies of the urban effects on the ABL.

5.10. Hannover, Germany

In the framework of the project VALIUM (Validation of instruments for envi-
ronmental policies) within the program AFO2000 (Atmospheric Research 2000)
of the German Federal Ministry of Education and Research, long-term mete-
orological and air quality measurements were carried out in the street canyon
“Göttinger Strasse” in the town of Hannover in Northern Germany from spring
2001 to spring 2003. This street canyon runs in front of the main building
of the Lower Saxony Agency for Ecology (NLÖ). The horizontally averaged
roughness length of the more or less urban area within a radius of 10 km is
about 1 m. A CD with the professionally-made data bank VALIDATA contain-
ing the whole Hannover data set is freely available from the coordinator of the
VALIUM project, Michael Schatzmann at the Meteorological Institute of the
University of Hamburg, Germany.

In order to monitor the ambient flow conditions (wind profile and MH) near
this street canyon a sodar was placed about 550 m upstream (with respect to
the most frequent wind direction, which is Southwest) of the street canyon and
the roof-top station (on top of the NLÖ building) was on the premises of a
larger factory away from housing areas. An analysis of the mean wind profiles
obtained in Hannover can be found in Emeis (2004). For comparison with the
sodar data, a ceilometer (Räsänen et al., 2000) was placed about 20 m above
ground level on the roof of the NLÖ building. The distance to the roof-top
station HRSW is about 30 m. Additionally a RASS (Vogt and Jaubert, 2004)
was operated 150 m away from the roof-top station in the backyard of the NLÖ
building. The intensity of the acoustic sound emission by the RASS had to be
limited due to the people working in a near-by office building. Sodar, RASS,
ceilometer, and roof-top stations were positioned along an almost straight line
that is running from Southwest to Northeast. The end points of this 550 m
long line are indicated by the two red dots in Fig. 5.13.

The sodar used was a METEK DSD3x7 mono-static Doppler sodar (Reitebuch
and Emeis, 1998) having three antennas with seven sound transducers each
(i.e., a device that serves both as a loudspeaker and as a microphone, depend-
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Figure 5.13: Map of central Hannover with the position of the measurement sites (see

text for details)

ing on the phase of the measurement cycle), working at about 1500 Hz. The
instrument is optimised for long-range detection up to 1300 m above ground in
ideal conditions without external noise sources.

The sodar was operated from October 2001 until April 2003 with one and the
same settings (with the exception of June and July 2002). The ceilometer was
run from February 2002 until April 2003. The RASS was deployed to Hannover
only for two shorter campaigns in spring and autumn 2002. The first time period
during which all three remote sensing instruments were available was from April
26 to May 12, 2002. A second period was from October 19 to November 1, 2002.
The results of the instrument inter-comparison are presented in Emeis et al.
(2004). The ceilometer was made available by C. Münkel from the company
Vaisala, the RASS by S. Vogt from the Institute for Meteorology and Climate
Research of the “Forschungszentrum Karlsruhe”.
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6. Data validation of surface energy budget schemes and models

6.1 Results from field measurements

6.1.1 North America

In the last decade, a series of local-scale energy balance observations have been
conducted at a restricted number of sites, largely, though not exclusively, res-
idential areas in North America (see, for example, Grimmond and Oke, 1995,
1999a, 2000; Grimmond et al. 1996; Oke et al. 1998, 1999; Spronken-Smith,
1998; Feigenwinter et al., 1999).

A Multi-city Urban Hydrometeorological Database (MUHD) has been gen-
erated to document local-scale surface heat flux variability in several North-
American cities (Grimmond and Oke, in COST-715, 2002a). MUHD integrates
surface energy balance observations, each 1 to 8 weeks in duration, conducted
over a ten-year period. These surface energy balance data were collected pri-
marily in summertime, with the exception of Mexico City (dry winter sea-
son). The urban land uses represented include central city, light industrial,
and low or medium density residential. Sites were selected to represent differ-
ent building densities (sometimes in the same city) and climates. Grimmond
and Souch (1994) outlined the methods used to develop the surface cover in-
formation for the MUHD sites. For all sites, areas of similar surface cover and
morphometry in a 2–5 km radius around each measurement site are mapped
from aerial photographs, and detailed attributes such as building height and
type, density, vegetation amount and type are documented. These databases
are then coupled to the Flux Source Area model of Schmid (1994, 1997) to quan-
tify the surface cover influencing local-scale surface energy balance observations
taken using instruments mounted on tall towers (> 2zH , the mean height of the
surrounding roughness elements).

Some key characteristics of surface energy balance partitioning, derived from
MUHD, are summarised in Table 6.1. In general, the radiation fluxes of cities
show magnitudes and diurnal behaviour similar to those of rural surfaces (Oke
et al., 1998). As expected, areas with little vegetation have extremely small
latent heat flux values. Of the residential sites, the neighbourhood in Vancou-
ver had the lowest measured rates, due to an effective garden irrigation ban
that was in force in 1992, an abnormally dry year (Oke et al., 1998). The
remaining residential areas have daytime peaks in evaporation ranging from
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125 to 235 W m−2; these are significant fluxes, sustained by garden irrigation
and/or frequent rainfall (at least 20 to 40% of daytime Q∗). At all sites, more
energy leaves the surface as sensible rather than latent heat flux; consequently
the Bowen ratio values are greater than unity (Table 6.1). Storage heat flux
was determined as a residual (Eq. 1 in Grimmond and Oke, 1999a). This is
always a significant term in the surface energy balance in urban areas, and is
considerably larger than for most natural systems, except water. In general, the
storage sensible heat flux is most important at central city and light industrial
sites (at least 50% of daytime Q∗), whereas turbulent sensible heat flux is most
important at residential sites (40 to 60% of daytime Q∗).

Table 6.1: Ranges of average daily maximum values of net radiation and fluxes at the
MUHD sites (after Grimmond and Oke, in COST-715, 2002a)

Parameter Range (W m−2)

Net all-wave radiation Q∗ < 400− 650

Latent heat flux QE 10 − 235

Sensible heat flux QH 120− 310

Storage heat flux G 150− 280

Average daytime Bowen ratios QH/QE : (Dimensionless)

Residential sites 1.2 − 2

During irrigation ban Vancouver ∼ 2.8

Light industrial site ∼ 4.4

Downtown ∼ 9.8

An investigation of urban-rural energy balance differences for three North-
American cities with different rural environments revealed contrasting heat
and water balance regimes, some even being capable of completely inverting
expected urban-rural difference (Oke and Grimmond, in COST-715, 2002a).
The cities studied were Tucson, Arizona, with surrounding desert, Sacramento,
California, with semi-arid grassland and irrigated farmland, and Vancouver,
British Columbia, with surrounding moist farmland. Whereas urban-rural dif-
ferences in net radiation are mostly less than +/−50 Wm−2, the Tucson results
are distinctly different. Daytime urban Q∗ in Tucson is as much as 125 W m−2

greater than in the surrounding rural desert suggesting the city is a better ab-
sorber than the desert by day. This might be interpreted to be due to the lower
albedo and/or lower surface temperature of the city, which in turn is related
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to greater abundance of urban vegetation and irrigation. For all the cities, the
storage heat flux is, as expected, greater than the rural values; the urban fabric
sequesters more heat by day than the surrounding countryside. At night, the
cities release greater amounts of heat from storage. For the turbulent sensible
and latent heat fluxes, the station pairs with moist and wet rural sites (Van-
couver and Sacramento) confirm conventional expectations, i.e. cities evaporate
less and generate a greater sensible heat flux to the air than their rural sur-
roundings. On the other hand, the semi-arid and desert pairs show the reverse.
The source of urban moisture here is garden irrigation.

While offering much new insight into surface energy exchanges in urban en-
vironments, more data need to be collected to represent cities with different
building materials and architectural styles, as well as for conditions with di-
rect energy release from human activities (the anthropogenic heat flux, QF ) is
more significant. Moreover, the above results cannot be directly extrapolated
to European cities due to land use, climatological and urban metabolism dif-
ferences. There are several experimental studies of the urban surface energy
budget for European cities (e.g. Klysik, 1996; Dupont et al., 1999; Holmer and
Eliasson, 1999), but they do not specifically analyse the different components
of the surface energy budget in cities. Therefore, three new field campaigns, in
Basel, Marseille and Birmingham, have been initiated, to more explicitly study
processes in European cities.

6.1.2. Basel

6.1.2.1 Urban Radiation Balance

Albedo:

Recent European field campaigns showed that the surface albedo of most Eu-
ropean urban surfaces is remarkably low. Long term albedo values in the city
centre of Basel are around 10% (Christen et al., 2003), 8% were reported from
downtown Marseille (Roberts et al., 2004) and around 9% from Lodz, Poland
(Offerle et al., 2003). It is found that the taller and denser the buildings, the
lower the albedo. Dark materials and shading in narrow street canyons lower
the albedo significantly and suggest that dense European city centres are better
absorbers than most North American city surfaces, which are typically in the
range 15–20% (Sailor and Fan, 2002).



104 Final report COST715 WG2

Net Radiation:

Measurements in the city of Basel during BUBBLE (Section 5.1) showed that
this higher short-wave energy input of the urban surfaces due to the low albedo
is mostly counterbalanced by an increased loss through long-wave components.
This finally results in nearly equal daily totals of the net all-wave radiation
Q∗ over urban, suburban, and rural surfaces. During daytime the city centre
captures slightly more energy compared to the rural surfaces (approx. +5%).
Reversely, during night, the city loses slightly more energy through long-wave
emission and a dryer atmosphere than rural sites (Christen and Vogt, 2004).

6.1.2.2. Turbulent Flux Densities

During BUBBLE, a network of seven micrometeorological stations was operated
in the city of Basel, Switzerland (Section 5.1, Fig. 5.1). Three urban sites
provided turbulent flux densities and radiation data over dense urban surfaces.
Together with a suburban site and three rural reference sites, this network
allows the simultaneous comparison of the urban, suburban, and rural energy
balance partitioning in a Central European city during a summertime period
of one month. Figure 6.1 presents the diurnal courses of the surface energy
balance of one urban, one suburban and one rural site, which were all operated
simultaneously. The curves represent the average diurnal course including all
weather conditions from clear-sky to completely overcast days.

Figure 6.1: Ensemble diurnal courses of the energy balance at three sites during BUB-

BLE for an average day during the IOP from June 10 to July 10, 2002 (in-

cluding all sky conditions) of an urban site (Basel-Sperrstrasse), a suburban site

(Allschwil), and a rural site (Village-Neuf) (modified after Christen et al., 2003).

It is not surprising, that the lower the vegetation aspect ratio, the less latent
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heat flux density QE is observed. On the other hand, the sensible heat flux
QH and storage heat flux ∆QS are increased in the city. The instrumented
towers operated during BUBBLE provide insight into the vertical profile of QH

down into street canyons. The largest gradients of the sensible heat flux, and
therefore the strongest heat flux density divergences ∂QH/∂z, are found around
roof level and in the upper canyon part indicating that mainly the roof areas
contribute to QH in a dense city. During midday only 20% of QH originate
from the street canyon’s floor, 70% of QH diverge between 0.8 < z/zH < 1.4.
This indicates that for QH the blending height z∗ is already reached at 1.5zH .

Similarly to other urban energy balance studies, all built-up sites in the city of
Basel (3 urban, 1 suburban tower) show also a significantly increased magnitude
of the storage heat flux densities ∆QS, an effect of the urban surface materials
and higher complete aspect ratio. Daytime values of ∆QS are two to three
times more intense in the city centre compared to rural sites and ∆QS shows a
pronounced hysteresis in its diurnal course at all sites. The daily peak values
are reached 1 to 2 hours before the maximum intensity of Q∗ is recorded, and
in the evening the urban surfaces start to release stored energy one to three
hours before Q∗ changes sign.

The huge daytime heat storage into buildings is counterbalanced by an ex-
tremely high nocturnal release of stored heat. The nocturnal release of ∆QS

in the city centre of Basel is often higher in magnitude than the radiative loss.
This leads to typical nocturnal ratios of ∆QS/Q∗ between −0.9 and −1.3. In
contrast to rural surfaces, where nocturnal sensible heat fluxes QH are directed
towards the surface, over urban areas both turbulent flux densities transport
energy away from the surface in the city centre of Basel. The nocturnal upward
directed turbulent fluxes are observed all around the year as long-term mea-
surements between 1994 and 2002 at the tower “Basel-Spalenring” show (Fig.
6.2, Christen and Vogt, 2004).

The nocturnal upward directed turbulent fluxes in dense urban areas determine
the stability of the near surface air layer. Stable situations in the city centre are
seldom observed (< 10% of all cases). Stable situations during night become
more and more dominant (rural approx. 60%) with decreasing building inten-
sity. Remote sensing instruments and tethered balloon measurements during
BUBBLE show that this nocturnal unstable layer is only found very close to
the urban surface. An elevated inversion layer is observed over the city, often
at heights between 50 and 250 m (Rotach et al., 2004a).
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Figure 6.2: Measured sensible heat flux QH between 1994 and 2002 over the urban sur-

face at the long-term tower “Basel-Spalenring” using different eddy-covariance

systems. Main plot: The iso-flux diagram illustrates the climatologically aver-

aged values of the sensible heat flux (W m−2) as a function of the hour and the

day of the year. This shows that during the night positive heat fluxes (i.e. away

from the surface) are measured all around the year. Right plot: mean diurnal

course of the fraction QH/Q∗ as a function of hour of the day for the period

1994–2002. Upper left plot: Yearly course of the daily total values (full line) and

fraction QH/Q∗ at Midday and Midnight. Upper right: Documentation of the

different eddy covariance systems that were operated at this site and contributed

to the climatologically averaged values (modified after Christen et al., 2003).
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6.1.3. Marseille (UBL-Escompte)

Surface energy budget fluxes were measured for a total of 28 days (June 16 –
July 14) at the city centre site. Preliminary results show that the turbulent
sensible heat flux is the dominant mode of heat transfer away from the surface
during the middle of the day. As found at other densely-developed urban sites
in other cities the convective sensible heat flux remains positive throughout the
night, sustained by large releases of heat stored in the urban fabric from the
previous day (Oke, 1988; Grimmond and Oke, 1999a, 2002). As expected, given
the absence of vegetation cover at this site and the dry conditions during the
measurement period, the latent heat fluxes are small (Fig. 6.3). As found in
other urban areas (Grimmond and Oke, 1999a), ∆QS peaks before solar noon
and the flux turns negative a couple of hours before the net all-wave radiation
(Q∗). Heat storage at this site has been investigated in detail (Roberts et al.,
2003).

Figure 6.3: Observed surface energy balance fluxes for the six days of IOP 2a and

b (days 172-178, June 21-26) at the Marseille city centre site, ensemble mean

for the period including the storage heat flux determined as the residual of the

observed terms.
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The sensible heat fluxes were estimated using Large Aperture Scintillometers
(LAS, see Section 5.2). Line-averaged QH from the LASs was computed over 15-
min periods using two methods (McAneney et al., 1995; De Bruin et al., 1995).
The first method combines the scintillometer derived temperature scale T∗ with
the friction velocity u∗, determined independently, to estimate QH = −ρcpu∗T∗,
where ρ is the air density and cp the specific heat of air at constant pressure. The
second method assumes free convection and QH is computed directly from the
measured structure parameter for temperature, C 2

T . The very good agreement
found between both methods and the eddy covariance (EC) measurements on
the CAA central mast illustrates the promising potential of scintillometry for
urban areas where spatial heterogeneity is large (Lagouarde et al., 2002).

6.1.4. Birmingham, UK

Figure 6.4 shows a clear difference in the hourly averaged heat fluxes over
the 21 day period between the urban Dunlop tyre factory site and the rural
Coleshill site (Middleton et al., 2002). The urban heat flux at the Dunlop
site (solid line) was on average larger during the day. At night the average
remained practically zero (neutral) whilst the rural synoptic site (broken line)
had a negative average heat flux (stable) reaching a minimum of −30 W m−2

at 20:00 UTC. The difference may be due to both the urban heat storage effect
and anthropogenic energy. In terms of dispersion meteorological pre-processing,
note that a difference in behaviour at night is very important. The mean hourly
results showed that over the days studied, the urban heat flux (averaged for each
hour) was very close to zero, and remained there, overnight. Meanwhile the
rural site showed a negative average heat flux overnight. Diagnosis of stability
on this basis would tend to give neutral at night at the factory, but more
stable at the rural site. These results were from July/August 2000, the English
summer; a long period of observations at a rural and an urban site would be
needed to see what happens in all seasons of the year. In this study it was not
possible however to have long term deployment of the sonic anemometers.

Figure 6.5 compares the values of reciprocal MO-Length, 1/L (plotted as 1000/L)
at the two measurement sites, with the urban data from Dunlop factory site
in the vertical, and rural data from Coleshill in the horizontal. If the two sites
had the same stability behaviour, apart from the natural occurrence of scatter,
we might expect to see the points lying about a line y = x. This was not the
case; in these data, different stabilities were observed at these two sites 8.5 km
apart.
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Figure 6.4: Comparison of sensible heat flux measured using sonic anemometers on 15

m masts at Coleshill synoptic station and at Dunlop Tyres Ltd factory site (plot

by Nikki Ellis, personal communication). Results are averages by hour of day

for the period from 10:00 UTC on 7 July 2000 to 17:00 UTC on 28 July 2000.

Figure 6.5: Comparison of static stability (1000/L) at Coleshill (rural, x-axis) and

Dunlop factory (urban, y-axis).
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Negative values (bottom left quadrant where both sites were unstable) are un-
stable, values clustered at origin are neutral, and positive values (top right
quadrant has both sites stable) are stable. Notice that when Coleshill was sta-
ble, on the right side of the plot, the Dunlop values tended to fall nearer the hor-
izontal axis, consistent with a bias to more neutral conditions in the urban area.
Overall, there were relatively few stable cases (the somewhat few points above
the horizontal axis with 1/L > 0 were almost all showing 0 < 1000/L < 30,
i.e., L > 33 m) at the Dunlop site. Additional work is needed to confirm these
indications of a limit to L of ∼ 33 m for an urban site in the stable case,
however.

The experiments have provided a useful set of urban data from three different
times in the year for a UK city. Information on roughness lengths as well as the
differences in wind speeds, temperatures and heat flux were reported in Ellis
and Middleton (2000a).

6.1.5. Bologna

6.1.5.1. Surface fluxes

The turbulent fluxes were evaluated by the eddy covariance method with data
collected by the ultrasonic anemometer. A streamlined processing method (An-
fossi et al., 1993) was applied to obtain the mean wind velocity and direction,
the standard deviations of the longitudinal, lateral and vertical components of
the wind (σu, σv, σw), the sensible heat flux, the friction velocity (u∗) and the
Monin-Obukhov length (L).

The mean value of the sensible heat flux and of turbulence intensity, described as
the ratio between standard deviations of the wind components and the friction
velocity, are reported in Table 6.2. This shows that, on clear days, the diurnal
sensible heat fluxes markedly increase with respect to the rural site, while the
sensible heat flux is positive during nights in summer. In winter, the increased
σw/u∗ values reflect the enhanced turbulence in the urban area compared to
the rural area.

6.1.5.2. The “urban effect” in Bologna

During the Bologna experiment, the heat island effect was mapped by deploying
21 thermometers in the town, the suburbs and rural surroundings. All the
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Table 6.2: Mean value of some micrometeorological variables on clear days (mean
cloud cover < 3 oktas) during the day (10:00–16:00) and at night (22:00–05:00) at an

urban (Torre della Specola) and rural site (San Pietro Capofiume).

Season Site Night/Day Sensible heat flux [W/m2] σu/u∗ σv/u∗ σw/u∗

summer Urban Night 17 3.6 1.9 0.7

Day 191 6.9 5.8 1.5

Rural Night −2 2.3 3.1 0.1

Day 161 4.4 6.2 1.0

winter Urban Night −2 3.0 2.1 0.6

Day 59 2.3 2.8 1.2

Rural Night −1 1.5 1.1 0.1

Day 26 3.2 2.6 0.4

data were compared with data from 9 ground meteorological stations located
inside the experimental area. The data cover periods of 20-30 days during
winter (January–February 2001) and summer (May–June 2001). Analysing the
interpolated temperature distributions enabled to put into evidence the heat
effect of the urban area by subtracting the map based on all data from the map
made up of rural data only (Deserti et al., 2003). An example is shown in Fig.
6.6 with a clear distinctive urban heat island feature that is particularly strong
(with mean differences of 5 ◦C between urban and rural sites) during winter
nights and periods of synoptic calm and clear sky conditions. The heat island
effect depends on cloud cover, and the heat island intensity was observed to
be almost linearly inversely correlated with the mean nocturnal cloud cover, as
observed at the city airport (Fig. 6.7).

The analysis of the sodar data revealed the existence of urban breeze regimes,
combined with an attenuation of the wind intensity in the lowest levels, stronger
in the urban than in the rural area. Sodar data (Fig. 6.8) show an attenuation
of the wind in the lowest levels near the ground over the urban area during
summer nights (left), while at the rural site the wind during the night is often
stronger (right).

The vertical wind velocity distributions (Fig. 6.9) observed by sodar put
into evidence intense vertical velocity during late spring and summer days
(10–20 cm s−1), in both urban (Specola and Accursio) and rural areas (SPC).
Similar convective conditions (10 cm s−1) were observed also in winter over the
urban area (CNR), during the warmest hours of the day, in the first 200 m over
the surface.
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Figure 6.6: Evolution of the hourly heat island in Bologna on 12 February 2001 under

clear sky conditions. The map represents the difference between rural and urban

temperatures. The colour scale is in ◦C.
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Figure 6.7: Left: meteorological conditions and heat island intensity during the winter

phase of the “temperature mapping experiment”. Right: relationship between

the heat island and the mean nocturnal cloud cover, as observed in the city

airport (Heat island intensity = Taverage of urban sites – Taverage of rural sites).

Figure 6.8: Vertical profiles of the horizontal wind velocity (cm/sec) observed by sodar

at an urban site (left: Torre della Specola, averages per hour of day for the period

03–24 May, 2001) and at a rural site (right: San Pietro Capofiume, averages per

hour of day for the period 03–26 July, 2001) during summer conditions.
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Urban summer (Specola) Urban summer (Accursio)

Rural summer (SPC) Urban winter (CNR)

Figure 6.9: Vertical profiles of the vertical wind velocity (cm/sec) observed by sodar
in urban summer conditions (upper part), rural summer (lower left part) and
urban winter (lower right part) conditions (averages per hour of day).

6.2. Parameterisation and modelling

Though parameterisation schemes have been developed to estimate net radia-
tion, sensible heat flux and other boundary layer parameters on a routine basis
from hourly standard meteorological data (e.g., van Ulden and Holtslag, 1985;
Berkowicz and Prahm, 1982), most of these models were developed and val-
idated using data from flat, grass-covered environments and were limited to
horizontally quasi-homogeneous conditions (see a review in COST-710, 1998).
In urban areas, as shown in Sections 2, 3 and 6.1, there are marked differences in
energy partitioning compared to rural conditions and there is still considerable
uncertainty concerning the role of surface cover (e.g., the fractions of built-up
areas/green space), city surroundings, and prevailing meteorological conditions.
Nevertheless, very recently, some substantial improvements have been achieved
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in including urban features specifically into pre-processors or parameterisation
schemes. These schemes are described in Sections 3.2.1 to 3.2.5.

6.2.1. Results with the SM2-U soil model

Figure 6.10 (Dupont et al., 2003) shows examples of simulations with the SM2-U
soil model (Section 3.2.4) obtained for 4 typical European districts, city centre,
residential, industrial-commercial, and high-rise building districts, with their
average mixture of building densities, bare and paved soils, and vegetation cover
over natural or semi-impervious surfaces. These simulations were obtained

Figure 6.10: Energy budgets over four typical European urban districts (from Dupont et

al., 2003): CC, city centre; RD, residential district; ICD, industrial-commercial

district; HBD, high building district. The simulation corresponds to an average

diurnal cycle in July in Nantes, France, and S0 indicates no surface-atmosphere

feedback computation. The curves depict —–net radiation flux; —-, latent heat

flux; –·–·–, sensible heat flux; and –··–··–, storage heat flux.
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without feedback from the lower atmosphere. Feedback effects are currently
studied in the ESCOMPTE simulations for Marseille and idealised cities. Figure
6.10 demonstrates the influence of building density and district structure not
only on the magnitude of the heat fluxes but also on the phase lag between
the energy budget components, which is a key factor in the urban heat island
process: in the first half of the day a large amount of heat is diverted from the
budget and provisionally stored in the artificial ground and building materials,
at the expenses of the sensible heat, while in the evening and at night these
materials, warmer than air, release the stored heat to provide the nocturnal
positive sensible heat flux.

6.2.2. Results with the TEB/ISBA scheme

The meso-scale atmospheric model Meso-NH (Lafore et al., 1998) has been used
in combination with the TEB scheme (and the ISBA model for rural areas) to
compute urban surface fluxes to investigate the influence of Paris on the at-
mospheric boundary layer for an anticyclonic summer day (Lemonsu et al., in
COST-715, 2002a). The TEB model parameterises both the urban surface layer
and the roughness sublayer, so that the atmospheric model only “sees” a con-
stant flux layer as its lower boundary. All the turbulent fluxes and the upward
radiation flux are computed for each land cover type (e.g. sea, lake, natural and
cultivated terrestrial surfaces, urban) by the appropriate scheme (TEB/ISBA)
and then averaged in the atmospheric model grid mesh, in proportion to the
area covered by each land cover type. The city is represented by generic build-
ings which have the same height and width, and all road orientations with the
same probability. Surface cover information comes from the CORINE Land
Cover database with a horizontal resolution of 250 m. Atmospheric data come
from ECMWF analyses updated every 6 hours.

When the simulation output is compared to observations from 30 meteorological
stations in and around Paris, and with atmospheric profiles from radiosondes,
the urban heat island is simulated fairly well, though temperature is over-
predicted, especially during the night (Fig. 6.11). Simulated surface energy
balance fluxes are shown in Fig. 6.12. The enhanced storage heat flux docu-
mented in urban areas and the distinct diurnal hysteresis pattern (Grimmond
et al., 1991) are both reproduced well. During the night, storage heat release
is enough to maintain a small positive turbulent sensible heat flux.
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Figure 6.11: Observed and simulated urban heat island on 11-13 July, 1994. Top:

between the centre of Paris and the surrounding countryside; bottom: between

all dense urban area and countryside (from Lemonsu et al., in COST-715, 2002a).

The TEB scheme of Masson (2000) has been evaluated off-line using observa-
tions of local scale fluxes and surface temperatures during UBL-ESCOMPTE.
In this study, TEB is used for built areas and the ISBA-scheme (Interaction
Soil-Biosphere-Atmosphere; Noilhan and Planton, 1989) for vegetated areas.
The two models are combined using the plan areas of built and vegetated sur-
faces with their respective weighting. A static modelling domain was defined
for the area within 500-m radius centred on the city centre tower site. The
TEB input parameters (surface cover fractions and geometric dimensions of
the streets) were derived from analysis of aerial photographs (Grimmond et al.,
2002) and the data base of building heights. Thermal properties of materials
were assigned based on published sources. Given the importance of traffic in
the city centre, an anthropogenic heat flux was estimated following the method
of Grimmond (1992). In off-line mode, the TEB-ISBA models are forced by
observations of air temperature, humidity, wind speed, and incoming solar and
long-wave radiation at the top of the tower. For Marseille, TEB-ISBA is be-
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Figure 6.12: Comparison of surface fluxes at various sites in the City of Paris as

calculated by MesoNH using the TEB scheme. The four panels refer to different

sites representing specific type of areas. (from Lemonsu et al., in COST-715,

2002a). In this figure, H and LE refers to QH and QE of Eqs. (3.1-3.3),

respectively.
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ing evaluated using the measurements of air temperature from within the street
canyons, the surface temperatures of roads, roofs and walls, and fluxes from the
city centre tower (eddy covariances) and the LAS scintillometers. It is assumed
that the amount of energy leaving the top of the canopy does not change with
height, as in a classical “constant flux” atmospheric surface layer, which can be
true only for a horizontal spatial average, since vertical and horizontal flux di-
vergence prevails in the roughness sub-layer. Figure 6.13 shows a comparison of
the 21-days averaged measured and simulated fluxes. Heat flux measurements
at the mast and with the scintillometers show an excellent agreement while
the energy fluxes appear well simulated. The model succeeds in producing a
positive turbulent sensible heat flux at night, and the correct daily cycle of heat
storage.

6.2.3. Results with the Finite Volume Model

The model has been run for an idealised 2-D case of an UBL with a flat terrain
and a city of 10 km (building height 25 m, street width 25 m) surrounded by
a rural area. The computations show that walls are the most active surfaces
for momentum and turbulent kinetic energy, during day and night. For heat,
on the other hand, streets and roofs are more active during daytime and walls
during night-time.

Determining the impact of vertical and horizontal surfaces on the energy balance
is very important in order to estimate the storage heat flux term correctly. To
investigate this, Martilli et al. (2002) have compared their new surface exchange
scheme (“Urb” in Fig. 6.14) to the “traditional” approach (“Trad”), in which
the roughness length and the soil thermal properties are modified in order to
simulate urban influences. Considering only the ground as an active surface
with an increase in the roughness length and the soil thermal characteristics
of the concrete (“Trad” in Fig. 6.14), there is a tendency to underestimate the
magnitude of the storage heat flux during day- and night-time. On the other
hand, there is quite a good agreement in the three-day simulation between the
results obtained with the new parameterisation used in FVM and the Objective
Hysteresis Model OHM (Grimmond et al., 1991; Arnfield and Grimmond, 1998;
Grimmond and Oke, 1999a).

The model of Martilli has been implemented, along with the SM2-U soil model
(see Section 3.2.4), in the MM5 model by Otte et al. (2003) and tested with
success for the area of Philadelphia.
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Figure 6.13: Comparison between observed and simulated surface energy balance fluxes

in the city centre, averaged over 21 days. Red crosses – observed eddy covariance

fluxes; continuous line – simulated fluxes using TEB, that are an average of the

fluxes from roads, walls, roofs and natural surface cover. Blue stars in the

turbulent sensible heat flux graph are calculated from the scintillometer data

using the free-convection method (after Lemonsu et al., 2004)
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Figure 6.14: Comparison of different methods to estimate heat storage (from Martilli

et al., in COST-715, 2002a). OHM refers to the Objective Hysteresis Model

(Grimmond et al., 1991), ’Trad’ and ’Urb’ are defined in the text.

6.2.4. Results with the ARPS model for Paris

The scheme described in Section 3.2.5 was used within the ARPS model to
simulate the surface energy balance of the central Paris area on a sunny day
(see Section 8.4 for details on the set-up of that simulation). The modelled
surface energy balance was compared to the Objective Hysteresis Model (OHM;
Grimmond et al., 1991). The OHM is based on an empirical formula relating the
storage heat flux into buildings, ground substrate, among other things, to the
net surface radiation. Figure 6.15 shows components of the simulated surface
energy balance, together with values produced by the OHM method. The most
striking feature of the energy balance is the magnitude of the storage heat flux,
both during the day (positive) and at night-time (negative).
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Figure 6.15: Simulated surface energy balance for the central part of Paris: net ra-

diation flux (solid line), storage heat flux (dotted line), and sensible heat flux

(dashed line). The asterisks represent the values calculated by the Objective

Hysteresis Model.

The consequences of this behaviour of the urban SEB are rather significant.
Indeed, since the storage heat flux takes such a large share of the available ra-
diant energy, relatively little is left during the daytime for the sensible heat flux
towards the atmosphere (dashed line in Fig. 6.15). This leads to the apparently
paradoxical conclusion that, even though at noon urban surface temperatures
are about 10 to 15 degrees warmer than their surroundings, the heat they inject
into the atmosphere is in fact only marginally higher. Practically, this means
that the impact of vegetation changes on urban daytime atmospheric circula-
tion patterns may be less important than anticipated. The situation is quite
different though during the night, because, after sunset, the city starts liber-
ating the enormous heat amount stored during the day. Therefore, heat flux
values remain positive throughout the night over the city, whereas rural sensible
heat flux values plunge towards negative values of a few tens of W m−2. This
confirms earlier findings that the main effect of cities on atmospheric structure
and circulations is more prominent during the night than during the day.
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6.2.5 Results with ADMS for Birmingham

The ADMS model was run assuming a rural site with roughness length set to
0.1 m via the user interface. This roughness length was chosen as the Coleshill
site is a farm (see Section 5.3) and is less well exposed than an airport; there
are some hedges, trees, and further away some farm buildings. With such
value, the best straight line fit between the ADMS-modelled heat flux values
and the observed fluxes at the Coleshill rural site (QHmod = 0.48QHobs + 4.1)
went slightly above the origin with slope showing that during the daytime, the
ADMS routine was underestimating the sensible heat flux (Fig. 6.16). Note
that no attempt was made here to optimise the ADMS settings to match these
data, the program was simply run from the usual format of synoptic data from
the standard observations. Notice also that there is a large scatter in these
results; it may be possible to find settings for the model which might improve
the fit. Nevertheless these results suggest that it will be a useful piece of work
to understand how the heat flux calculation might be improved, e.g., is there
perhaps an explanation to be found in the estimation of the sensible heat flux,
the partitioning into latent/sensible/ground fluxes, or even the adjustment of
solar radiation for cloud cover.

Figure 6.16: Scatter plot of the sensible heat flux measured at the Coleshill rural site

against ADMS-modelled values with z0 set to 0.1 m (rural).
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Figure 6.17: Scatter plot of the sensible heat flux measured at the Dunlop urban site

against ADMS-modelled values with z0 set to 1 m (urban).

For the comparison in Fig. 6.17, ADMS was given a roughness length of 1.0 m
to represent urban effects. No provision is made to alter the modelled heat flux
in any way, other than the change that accompanies the change in roughness
length (increasing the setting for z0 increases the values of the friction velocity
and the sensible heat flux calculated by the met pre-processing). At this factory
site, the model underestimated the heat flux with a very similar slope (QHmod =
0.50QHobs − 12.0), again showing the lower estimates for sensible heat flux in
the model when compared with the observations. However the intercept was
now below the origin at −12 W m−2, so the best fit line was off-set. There is
some evidence of the heat flux in both graphs to have a non-linear behaviour
tending to curve over a little and flatten off rather than growing to the larger
values; also in both plots there was a similar scatter: correlation was similar
with r2 ∼ 0.6 in either case. Notice that these urban results at the Dunlop
factory have a significant number of positive values that were measured, but
predicted to be negative by the model. This is likely to be an urban effect, since
it was not present at Coleshill, where, in the previous Fig. 6.16, the intercept
was numerically nearer to zero.

To summarise, in this application of the ADMS met-preprocessor with rough-
ness lengths of 0.1 and 1.0 m respectively, there was under estimation of the
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sensible heat flux by about a factor of 2 in rural and urban situations. The
lines of best fit suggested for observed rural or urban fluxes of 100 Wm−2, the
model gave 52 W m−2 and 38 W m−2 respectively. Further investigation here is
required, as roughness adjustment alone seems insufficient for modelling urban
stability.

6.2.6. Cracow

Sensible heat flux measurements with the R. M. Young ultrasonic anemometer
model 81000 were tested in the framework of the COST-715 measurement cam-
paign at the Urban Meteorological Station in Cracow (see Section 5.5). The
measurements were performed at a height of 2 m at the UMS site located in the
middle of the urban heat island of Cracow. Sensible heat fluxes were calculated
at 4 Hz and averaged over 30 minutes. The sensible heat flux was calculated
directly from the formula:

QH = 1216 w′θ′ (6.1)

where the factor 1216 is a conversion factor between kinematic unit (K m s−1)
and heat fluxes (W m−2). The measurements were compared to formulae based
on the Penman-Monteith resistance method with 3 different theoretical ap-
proaches (Smith, Holtslag-Van Ulden, Berkowicz-Prahm). These formulae are
widely used for flat non-urban terrain. The input data for the formulae con-
sisted of measurements of net radiation Rn (pyrradiometer Schenk model 8111
working in the 0.3-60 µm range with upward and downward oriented sensors),
surface temperature as well as air temperature, relative humidity, and wind
speed at the 2 m level.

The Smith Scheme:

This scheme (Smith, 1990) assumes that the energy partition between the sen-
sible and the latent heat flux is proportional to the total net radiation with
an additional dependence on sun elevation ϕ. Sensible heat flux is calculated
by the Penman-Monteith resistance method (Monteith and Unsworth, 1990)
with the aerodynamic resistance inversely proportional to wind speed. Surface
resistance depends on temperature and sun elevation (Galinski and Thomson,
1995).
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The calculations were made without any modification to the Smith’s scheme
with a height of z = 3 m and a coefficient cz = 188.9. Wind speed Uz values
were taken as 5-minutes mean values of the sonic anemometer wind speed. For
calm wind conditions, a value of Uz = 0.01 m s−1 was used to eliminate infinite
values of the aerodynamic resistance ra. Heat flux values from the Smith scheme
in daytime are compared to observed values in Fig. 6.18. The statistics for all
three schemes are given in Table 6.3 at the end of Section 6.2.6.

Figure 6.18: Scatter plot of calculated and observed values of daytime (sun elevation

angle ϕ > 10◦) sensible heat flux from the Smith heat flux scheme.

The Holtslag-Van Ulden Scheme:

This scheme assumes the energy partition between the sensible and latent heat
fluxes with the available energy equal to 90% of the total net radiation Rn.
The sensible heat flux is taken from the Penman-Monteith resistance method
with empirical parameters α and β depending on the soil moisture conditions
(Holtslag and Van Ulden, 1983; Van Ulden and Holtslag, 1985). For moist
surfaces, α ≈ 1 and β ≈ 20 W m−2 were found to be good estimates by
Holtslag and Van Ulden. However, they led to a significant reduction of our
QH values. The best fit between the calculated and measured values was found
with α ≈ 0.7 probably because of the drought condition in June in Cracow.

A scatter plot of heat flux values from the Holtslag and Van Ulden daytime
scheme against observed values is given in Fig. 6.19 and statistics are given in
Table 6.3.
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Figure 6.19: Scatter plot of calculated and observed values of daytime (sun elevation

angle ϕ > 10◦) sensible heat flux from the Holtslag-Van Ulden heat flux scheme

for α = 0.7.

Table 6.3. Heat flux statistics during daytime ((ϕ > 10◦) fro the three schemes of
Smith, Holtslag-van Ulden (HU, α = 0.7) and Berkowicz-Prahm (BP): n = number of
values, x̄ = mean observed (sonic anemometer) value, ȳ = mean estimated value, sx =
standard deviation of the observed value, sy = standard deviation of the estimated

value, rms error and r = correlation coefficient).

Smith H-U B-P

n 3340 3340 3340

x̄ 87.34 87.34 87.34

ȳ 91.23 85.55 62.92

sx 64.41 64.41 64.41

sy 54.50 61.61 48.41

ȳ − x̄ 3.88 −1.80 −24.43

rms 23.41 19.95 33.05

r 0.94 0.95 0.96
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The Berkowicz-Prahm Scheme:

The ground heat flux QG is parameterized as QH/3. The aerodynamic resis-
tance used by Berkowicz and Prahm, which is based on the Monin-Obukhov
similarity theory is determined by means of iteration (Berkowicz and Prahm,
1982). They suggested taking the surface resistance inversely proportional to
a function F . This function depends on the absolute net radiation and two
terms A and D. These terms are determined from the “integrated hourly net
radiation since last recorded rainfall”.

A scatter plot of heat flux values from the Berkowicz and Prahm daytime scheme
against observed values is given in Fig. 6.20 and statistics are given in Table
6.3. It seems possible, that the too low values of the sensible heat flux, obtained
by the Berkowicz-Prahm iteration method, are caused by the assumed values
of surface resistance.

Figure 6.20. The scatter plot of the calculated and observed values of daytime (ϕ > 10◦)

sensible heat flux from the Berkowicz and Prahm heat flux scheme.

The results presented show overall good agreement between calculated and
observed values of the sensible heat flux, for all the parameterisation schemes
used. However it has to be noted that although these measurements were
performed on a flat grass-covered former airfield in the middle of the city with
the nearest buildings at 150 m, the low measurement height (2 m) implies
a very close foot print more representative of semi-rural conditions than of
characteristic urban conditions.
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6.3. Implications of Surface Energy Balance results for NWP mod-
elling for European cities

In the context of urban air quality modelling, a significant upgrading of models
could be achieved through better representation of urban features in the land
surface schemes, i.e., with appropriate values for albedo, thermal admittance,
and roughness, as well as an adequate representation of water flow after rainfall.
It seems that the most fundamental change lies in the parameterisation of the
temperature roughness (section 3.4). A subsequent issue is about the adequate
averaging/aggregation techniques used to represent the patchwork of various
types of surfaces with their intrinsic characteristics at each model cell.

As mentioned in Section 3.5, modern nested NWP models can utilise land-use
databases down to resolution of a hundred meters, and are approaching the
horizontal resolution (down to 1–5 km) necessary to provide weather forecasts
for the urban scale. Recent scientific developments on urban sub-layer atmo-
spheric physics (see Chapter 3 and 6.2) together with the enhanced availability
of high-resolution urban surface characteristics would in principle enhance the
capability of NWP models to deliver high quality urban meteorological data
once they have been “urbanised”, i.e. include representative and critical urban
features. The forthcoming Action COST-728 (“Enhancing Meso-scale Meteoro-
logical Modelling Capabilities for Air Pollution and Dispersion Applications”)
will also provide a suitable forum for such developments.

Enhancing our capabilies to simulate urban conditions will imply to improve
the SEB schemes for urban areas in NWP models, since more and more urban
air quality models use input meteorological fields from NWP. Generically, the
following urban surface aspects should be implemented into improved urban-
scale NWP models:

• Higher spatial (horizontal and vertical) grid resolution, e. g. using nesting
techniques;

• Improved physiographic data and land-use classification;

• Calculation of the effective urban roughness;

• Calculation of urban heat fluxes;

• Sub-models for the urban canopy and soil layers;

• Assimilation of urban surface characteristics data into NWP models.
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Within the FUMAPEX project, several operational and experimental NWP
models (the Danish, Finnish and Norwegian HIRLAM, the Lokalmodell LM,
MM5 and RAMS) were tested as to their capacity to simulate meteorologi-
cal fields during different urban pollution episodes in three European cities:
Helsinki, Oslo and Bologna (Helsinki and Oslo episodes are reported in Fay et
al., 2004; Neunhäuserer et al., 2004). The initial city episode simulations were
performed with the operational setup of the models, but also including higher
resolution nested versions but without improved parameterisations. Both the
model evaluation against observations and the model inter-comparison during
pollution episodes clearly show the current limitations of even high-resolution
mesoscale NWP models. Thus, it is expected that results would be improved
once proper urban-adapted high-resolution surface and boundary layer param-
eterisations have been developed and implemented into NWP models.

The improvement of NWP models for urban areas by implementing different ur-
ban SEB schemes is currently realised by several national meteorological centres
in Europe (HIRLAM/DMI; LM/DWD and AlMo/MeteoSwiss; MM5/DNMI,
Univ. Hatfield, FMI; RAMS/CEAM, Arianet; TVM/Univ. Louvain, B;.
FVM/EPFL, CH; SUBMESO/ECN, F; ALADIN and Meso-NH with TEB mod-
ule/MeteoFrance (Masson, 2000; Section 3.2.2), but the operational stage is not
reached yet. Such developments are in particular realised within FUMAPEX,
which develops a strategy for the “urbanisation” of NWP models (Baklanov
and Mestayer, 2004; Baklanov and Joffre, 2003). It includes the development
of a new urban sub-layer module for NWP models, which includes four main
submodels that can be chosen depending on the specific problem at hand, the
model resolution or the city area:

1. Corrections to the surface roughness for urban areas (Baklanov and Joffre,
2003) and to the heat fluxes (by adding an extra urban heat flux, e.g.,
via heat/energy production/use in the city, heat storage capacity and
albedo change) in the existing non-urban physical parameterisations of
the surface layer in higher resolution NWP models with improved land-
use classification. Furthermore, an analytical model for wind velocity and
diffusivity profiles inside the urban canopy is suggested (Zilitinkevich and
Baklanov, 2004).

2. The Full Force-Restore Soil submodel SM2-U for urban areas developed
by Mestayer et al. (2004) and considered in Section 3.2.4.

3. The urban sub-layer model BEP (Martilli et al., 2002; Hamdi and Schayes,
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2004), which includes specific physical parameterisations of the urban
surface exchange for the urban sub-layer implemented into (or after) the
NWP model. This approach is considered in Section 3.2.3.

4. A combined module, including all non-overlapping mechanisms from the
SM2-U and BEP models.

The first and simplest urban module includes corrections to urban roughness
parameters, the incorporation of the displacement height, calculation of the
effective roughness for momentum, heat and moisture, for anthropogenic and
storage fluxes, for albedo, etc. (Baklanov and Mestayer, 2004). It is reasonable
to use this method for relatively computionally cheap simulations and for low
vertical resolution NWP models (first vertical level higher than 20 m), when
more complicated methods for the urban sub-layer (BEP and SM2-U) would not
considerably affect the results or would be too time-demanding for operational
forecasting purposes. For such an approach, the flux aggregation technique of
Hasager et al. (2002) can be very useful. This module has been implemented
in the DMI-HIRLAM model only for non-urban areas for the moment. The
approach can be still improved for urban canopies, however, experimental data
are needed for verifying this parameterisation for urban areas.

The suggested improved modules computing the roughness parameters of urban
areas for NWP systems include:

• Increased surface resolution and land-use databases for calculating the
roughness length.

• Modified algorithms for urban roughness parameters based on the mor-
phologic method (Mestayer and Bottema, in COST-715, 2002b).

• The effect of stratification on the surface roughness over very rough sur-
faces.

• Distinct roughness lengths for momentum, heat, and moisture.

The module implementation scheme for different NWP models is presented in
Figure 6.21. It includes classification of urban land-use classes and calculation
of corresponding physical parameters at the initial step and running one of the
above-mentioned urban modules for each time step. It is not compulsory to
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Figure 6.21: General scheme of the FUMAPEX system for NWP model urbanisation.

incorporate the module inside the NWP model code. It has a module structure
and can be realised separately and called by the NWP model.

The implementation of distinct urban SEB models to improve the represen-
tation of urban meteorological fields for urban air quality models can be also
achieved with an interface or post-processor module separated from the op-
erational NWP model. In such case, the urban sublayer model will be run
separately using ready NWP-data as a first approximation and will improve
the meteorological fields in a layer close to the urban canopy and inside the
canopy if a high resolution is possible. This configuation does not give any
improvement of the NWP for urban areas and does not consider feedbacks.
However, for urban air pollution modelling/forecasting and improvements of
a UAQIFS, it can be useful and easier to realise because it does not request
any modification of the operational NWP model (which is usually very difficult
and time-consuming). Therefore, by following such an improving procedure in
the FUMAPEX UAQIFS strategy, we can consider the models for the urban
sublayer (and including several upper layers and surrounding areas) as interface
modules between the NWP model and the UAP model (Finardi, 2004).
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7. Data validation of mixing height schemes and models

This Chapter 7 focuses on results of studies mainly undertaken by COST-715
members during the last five years (see Chapter 5 for an overview of campaigns;
a review of other experimental studies of the MH in urban areas is available
from Baklanov, 2002). A variety of MH data achieved by different instrumenta-
tion (see Section 4.2) was available to the working group, and these have been
compared with estimates of schemes, pre-processors and NWP models. Special
attention has been paid to the different stability conditions, especially between
day- and night-time. In spite of various limitations in the available data, which
will lead to large uncertainties when statistical measures are applied, these com-
parisons enable us to analyse the effects of some of the urban specificities and to
preliminarily assess different methods for estimating the MH for several types
of urban areas.

7.1. Empirical evidence

There are several geographical distinctions for cities (e.g., flat terrain vs. moun-
tain valleys, coastal vs. continental cities, northern vs. southern cities), the pe-
culiarities of each type being able to affect the formation of the urban boundary
layer. For example, the stably stratified nocturnal boundary layer (SBL) is not
common in USA cities (Bornstein, 2001) and also not in many downtown areas
of Central European cities like Marseille, Basel, Birmingham, mainly as a result
of the large amounts of stored heat released at night (see Chapter 6); it could
be an elevated nocturnal inversion layer only. However, especially for Northern
European cities, the nocturnal SBL is very common (e.g., in Helsinki: see Railo,
1997). The temperature profiles in Fig. 7.1 show clearly the stably stratified
nocturnal UBL in Northern European cities.

Figure 7.2 illustrates an example of the daily cycle of the aerosol concentra-
tion over Basel during the Basel Urban Boundary Layer Experiment BUBBLE
(Rotach et al., 2004b) together with the diagnosed aerosol mixed layer (AML)
height, showing the typical development and decay of the convective boundary
layer (CBL) all along the day. While the presented situation yields quite clear
results concerning the AML height, a more complicated aerosol structure can
sometimes be observed. During the night, elevated layers of high aerosol con-
centrations may be present in the residual layer, and sometimes up to three
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Figure 7.1: Temperature vertical profiles for North-European cities. Left: The 3-month

mean measured (Obs) and modelled (HIR) profiles of temperature at 00 and 12

UTC for the radiosonde station Jægersborg in the metropolitan Copenhagen

area (Rasmussen et al., 1999). Right: Evolution of a temperature inversion

during an air quality episode in December 1995 for the Helsinki metropolitan

area. The curves are numerical fits of the data measured at the Kivenlahti mast.

Figure 7.2: Lidar scans of the backscatter from the atmosphere on 7 July 2002 at a site

in central Basel, Switzerland. The colour coding is proportional to the aerosol

concentration (black=clouds). Crosses indicate the diagnosed Aerosol Mixed

Layer height from the derivative of the logarithm of the range-corrected signal.

Data courtesy Valentin Mitev and Giovanni Martucci, Neuchatel - Observatory
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local minima in the derivative of the concentration profile are observed. Inter-
estingly, quite often there is a pronounced local minimum in the derivative of
the lidar signal at about 2.5-3 km (see also Fig. 7.2), most of the time well
above the readily determined AML height. This example reflects the usual dif-
ficulties in interpreting data in order to estimate the MH, especially as there is
no explicit definition.

7.2. Comparison of MH-schemes with radiosonde profiles

7.2.1. CALRAS data set: Munich

Based on the CALRAS dataset (see Section 5.7), Baumann-Stanzer and Piringer
(2003) investigated the ability of routine radiosoundings to “see” urban effects
on the mixing height when they are launched downwind of a city. In com-
parison to wind from predominantly rural sectors arriving at the radiosonde
site, an increase in the average mixing height for the urban sector was to be
expected. Their results for Munich are given in Table 7.1. The methods to di-
agnose MH from radiosoundings are explained in Section 4.2.1. The differences
(to the advanced parcel method at daytime and to the bulk Richardson number
method at night) are calculated on the basis of common data pairs given in the
last line of the Tables. The humidity-jump method is calculated in convective
conditions only which are determined by a positive w∗ in the formula for the
advanced parcel method.

The expected effect of increased MHs when the urban plume hits the ra-
diosounding site is detected by all the methods applied. At daytime, five
methods are available. In winter (Table 7.1a), the average “rural” MH is close
within 100 m for all methods except the humidity-jump method; the parcel
method and the humidity-jump method giving the lower and upper bounds,
respectively. The “urban” MH is almost twice as large as the “rural” one for
all methods applied. During daytime in summer (Table 7.1a), urban – rural
differences are lower in percentage compared to winter, but still larger MH are
calculated for all methods in the urban case. The Heffter and humidity-jump
methods give the largest urban MH estimates, on average. For midnight ra-
diosoundings at Munich (Table 7.1b), only two methods are available. There is
again a significant increase in MHs under urban influence; especially with the
Heffter method.
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Table 7.1: Average MHs (in m above ground) for Munich diagnosed from radiosound-
ings by the Heffter (He), the bulk Richardson number (Ri), the parcel (Pa), advanced

parcel (Apa) and humidity-jump methods (Hu).

a) daytime

winter rural summer rural

He Ri Pa APa Hu He Ri Pa APa Hu
number of cases 142 138 91 91 74 number of cases 54 51 52 51 34
mean 482 421 381 496 868 mean 1134 1290 857 1039 1109
standard deviation 524 445 389 452 651 standard deviation 681 826 568 561 706
difference to APa 105 132 -115 0 358 difference to APa 204 464 -203 0 31
number of data pairs 90 86 91 61 number of data pairs 48 44 51 32

winter urban summer urban

He Ri Pa APa Hu He Ri Pa APa Hu
number of cases 116 117 88 88 61 number of cases 210 203 230 230 132
mean 962 728 531 727 1347 mean 1506 1431 1021 1207 1516
standard deviation 635 606 358 433 766 standard deviation 550 623 482 469 637
difference to APa 385 255 -196 0 518 difference to APa 333 324 -186 0 258
number of data pairs 81 82 88 52 number of data pairs 206 199 230 132

b) night-time

winter rural summer rural

He Ri He Ri
number of cases 161 161 number of cases 186 187
mean 120 181 mean 78 177
standard deviation 184 83 standard deviation 76 106
difference to Ri -60 0 difference to Ri -99 0
number of data pairs 161 number of data pairs 286

winter urban summer urban

He Ri He Ri
number of cases 123 124 number of cases 192 195
mean 564 241 mean 392 213
standard deviation 572 148 standard deviation 503 101
difference to Ri 322 0 difference to Ri 182 0
number of data pairs 123 number of data pairs 192
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The results of the MH statistics presented in Table 7.1 depend much on the
methods used. On the one hand, the differences are due to the fact that the
approaches use different meteorological parameters to deduce the MH: criti-
cal inversion (Heffter, 1980) and parcel methods are based on temperature,
Richardson methods depend on wind and temperature while the humidity-jump
approach relies only on humidity. On the other hand, the MH statistics sum-
marise different numbers of cases as not all methods give results for all profiles:
no single method works in all synoptic conditions.

Among the temperature-profile related methods available for daytime condi-
tions, the Heffter method gives on average often the largest estimates, followed
by the advanced parcel and the simple parcel method. When doing disper-
sion calculations, worst-case estimates of concentrations are best obtained us-
ing the simple parcel method in convective conditions. The average MHs with
the Richardson number method are within the range of the temperature-based
methods. The average MHs obtained by the humidity-jump method are compa-
rable to the temperature-based methods in summer, but considerably larger in
winter. Apparently, in summer under convective conditions, the capping inver-
sion is often accompanied by a significant reduction in air moisture, whereas in
winter a significant drop in humidity is frequently found at much larger heights
than the capping inversion.

At night, the average Heffter MHs are lower than those of the Richardson
number method for the rural and higher for the urban case. From the large
differences seen especially in the “urban” case, the Heffter method apparently
tends to over-estimate MH. Apparently, diagnostic formulations are difficult to
recommend for night-time MH estimation.

7.2.2. Copenhagen

The mixing height was estimated from the radiosounding profile data for the
Copenhagen area (see Section 5.9 and Fig. 5.9) for three pre-selected sectors of
the wind direction. The following diagnostic MH methods were tested (see de-
tails in Baklanov and Kuchin, 2004). For the convective boundary layer (CBL,
mostly daytime measurements): the bulk Richardson number method (RI),
the simple parcel method (PAR), the advanced parcel method (PARADV),
the humidity-jump method (HJMP) and the empirical method of Benkley and
Schulman (BS, 1979). For the stable boundary layer (SBL, mostly nocturnal
measurements): the bulk Richardson number method (RI), the maximum low-
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level jet velocity method (VMAX), the humidity-jump method (HJMP) and
several parameterisation methods from Appendix 1, in particular, the method
of Arya (1981) and the empirical method of Benkley and Schulman (BS, 1979).

Radiosounding data from the year 2001 at the Jægersborg station (Fig. 5.9)
were used for the study. Averaged annual vertical profiles for wind speed and
potential temperature for the convective and the stable boundary layer are
presented in Fig. 7.3. The profiles were calculated for three wind direction
sectors: (i) under urban influence (black squares), (ii) under rural influence
(yellow triangles), and (iii) under mixed sea/forest influence (red squares).

As seen from the CBL graphs, the wind velocity over the city and rural areas is
similar (Fig. 7.3a), but near the ground it is lower for the urban sector, which
can be explained by the urban canopy effect. For winds from the sea sector,
the velocities are considerably lower and characterised by a velocity minimum
at about 500 m. This minimum corresponds to the average level of the breeze
wind direction change. The average potential temperature (Fig. 7.3b) for the
urban sector is 1-2 degrees higher than the temperature for the rural sector and
about 5 degrees higher than for the sea sector. The vertical temperature profile
in the lowest levels of the urban sector is the most unstable.

For the SBL, the situation differs considerably. The average wind velocity
(Fig. 7.3c) from the city sector is considerably higher than that of the rural and
water surface sectors. Of course, this is not only due to urban effects, but also
caused by the specific synoptic situations and characteristics of the northern and
southern winds in the area. The potential temperature (Fig. 7.3d) over the city
and rural areas above 700 m does not differ considerably, but below this level
the temperature is lower for the urban sector. Note that the surface inversion
in the urban sector is not less than that in the rural sector, and the elevated
inversion (typical for southern large cities) does not appear to be typical for
the Copenhagen area (at least for the considered urban sector). These results
support the hypothesis that in Northern European cities the nocturnal SBL is
very common, and their UBL structure differs from US cities (see Bornstein,
2001; Baklanov, 2002) as well as from Central and Southern European cities
(this report). As the interpretation of sector (iii) is complex and uncertain due
to the mix of a smooth sea surface and a rough forest cover, it will not be
analysed further in the following discussion.

With respect to the winter SBL statistics, the situation is similar to the annual
scale shown in Fig. 7.3, but the wind velocities for the urban and rural sectors
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Figure 7.3: Mean annual vertical profiles for: (a,c) wind speed and (b,d) potential tem-

perature during cases with CBL (a,b) and SBL (c,d) at the Jægersborg station

in Copenhagen for wind directions from different sectors: under urban influence

(blue squares), under rural influence (yellow triangles), and under sea/forest

influence (red squares).
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Table 7.2: Mixing heights for the Copenhagen area: mean value (in m), standard
deviation (Std Dev) and number of profiles (n) for (i) urban, (ii) semi-urban and
rural sectors. Left Panel, SBL: MH determined with the bulk Richardson (RI), Arya
(1981) (AR81), Benkley-Schulman (BS), maximum low-level jet velocity (VMAX) and
humidity-jump (HJMP) methods. Right Panel, CBL or neutral ABL: MH determined
with the Richardson (RI), Parcel (PAR), advanced Parcel (PADV) and humidity-jump

(HJMP) methods.

S B L C B L

Sector Statistics RI AR81 BS VMAX HJMP RI BS PAR PADV HJMP

Urban
Mean 261 783 764 593 456 799 918 718 900 532

(i)
Std Dev 197 444 474 192 260 415 440 445 494 238

n 114 114 114 114 44 61 61 61 61 29

Rural
Mean 189 451 595 552 462 965 920 898 1130 634

(ii)
Std. Dev 175 255 410 199 260 368 387 403 403 255

n 122 122 121 122 59 80 80 80 80 21

are increased. Another important difference is that the potential temperature at
the lowest levels in the urban sector is higher compared to the rural sector, and
(most important) the surface inversion in the urban sector is less developed than
for the rural sector. Probably, the urban heat flux (including the anthropogenic
and storage heat fluxes) plays a more important role in the nocturnal UBL
during the winter season.

Table 7.2 suggests that the effect of the urban sector on the average SBL MH
values is significant for all the different methods considered (for the 2 wind
sectors). The average MH values of the urban sector are ca. 100 m higher than
the average rural MH. The bulk Richardson number method gives the lowest
values of the MH in all the sectors (261/189 m). Of course, without direct
measurements of the MH, no conclusion about the correct value of the MH
can be made. However, based on a previous analysis of the bulk Ri-number
method and a comparison with MH measurements by sodar (Zilitinkevich and
Baklanov, 2002), it is expected that this method underestimates the MH for the
SBL due to the fact that the critical value of the Ri-number is not a constant.
Two other methods (AR81 and BS), based on surface level measurements only,
probably strongly overestimate the urban MH (783 and 764 m for the urban
sector). The VMAX method gives results in between. The HJMP method shows
unexpectedly reasonable results. However, it is not recommended to use this
method, because it is usually used only for neutral and convective conditions.
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Figure 7.4 presents scatter plot diagrams of the MH for the SBL over the
Copenhagen area for two wind sectors. They show a general wide spreading
of the estimated MH values for the SBL cases. The correlation coefficients
between the Ri-method and AR81 and BS methods are lower for the urban
sector compared to the rural sector (Baklanov and Kuchin, 2004). This may be
due to internal boundary layers caused by the coast line or the urban canopy.
There is almost no correlation of VMAX and HJMP with the other methods.

(a) (b)

Figure 7.4: Matrix of scatter plots of the stable MH calculated from Jægersborg

(Copenhagen) radio-sounding profiles by different methods: the bulk Richard-

son method (RI), Arya (1981) method (AR81), Benkley-Schulman method (BS),

maximum low-level jet velocity method (WSMAX) and the humidity-jump

method (RHJMP), for two different sectors: (a) urban, and (b) semi-urban

and rural. The code names of the considered methods are mentioned in the

diagonal boxes. The scatter-plots should be read in such a way that for each

cell the y-axis scheme should be found on the same row while the x-axis scheme

should be read from the same column as the cell (e.g., all scatter plots of the first

row have the Ri-scheme values on the y-axis, all cells along the far-right column

have the humidity-jump method values on their x-axis (thus, all scatter plots

are repeated with the opposite correlation with respect to the diagonal cells).

MH is presented on the scatter-plots in meters on identical scales for x and y

(typed on the vertical axes from the left side only).

In contrast to the SBL cases, where urban effects were significant, for the CBL
cases we cannot see any major effect of the urban surface on the MH values.
The MH values are similar for the urban and rural sectors. In most cases we
can even see the opposite effect with higher MHs in the rural/semi-urban than
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in the urban sector. This, at first sight unexpected result, can be explained for
the Copenhagen metropolitan area by its coastal position (see Fig. 5.9). For
convective conditions, the anthropogenic heat flux does not play a dominant
role compared to the sensible heat flux, so that see breeze effects, which are
important for the rural sector, are stronger than the urban effects.

Most of the MH methods for the CBL show very good correlations for all sectors.
The RI, PAR and adPAR methods have correlation coefficients from 0.90 up to
0.97. The exceptions are the BS and HJMP methods with very low correlation
coefficients. This is not surprising since the Benkley-Schulman method, which
uses the 10 m velocity as the only criterion, was not developed for convective
conditions (we considered it just for a simple test of applicability of such simple
methods).

(a) (b)

Figure 7.5: Matrix of scatter plots of the convective MH calculated from Jægers-

borg (Copenhagen) radiosounding profiles by different methods: bulk Richard-

son method (RI), Benkley-Schulman method (BS), Parcel method (PARC), ad-

vanced Parcel method (PADV), and humidity-jump method (RHJMP) for dif-

ferent sectors: (a) urban, and (b) semi-urban and rural. For more explanations

see caption of Figure 7.4.

Figure 7.5 presents scatter plots for the CBL for two opposite wind sectors. It
shows that, in general, the spreading of estimated MH values for the CBL cases
is relatively low for the RI, PAR and PARADV methods. The scatter plots for
the BS and HJMP methods vs. other methods show a very high spread of data
and almost no correlation. Therefore, the BS and HJMP methods cannot be
recommended for practical use.
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Thus, the analysis of a 1-yr statistics of radiosonde vertical profiles from the
Jægersborg station (Copenhagen, Denmark) illustrated some effects of urban
features on the MH in the Greater Copenhagen area and differences between
urban and rural MHs. It appeared that the urban MH is considerably higher
for the stably stratified (nocturnal) boundary layer cases in comparison with
the ‘non-urban’ MH. Daytime (usually CBL) MH does not differ significantly
in urban and ‘non-urban’ sectors. For convective conditions the anthropogenic
heat flux does not play a dominating role and roughness features have the main
effect. Therefore, an interaction of the sea breeze with urban effects and a
combination of internal boundary layers drives the MH in CBL conditions over
Copenhagen.

The results of this study for Copenhagen (Baklanov and Kuchin, 2004) support
in general the conclusions from the CALRAS study (Section 7.2.1). The urban
MH is considerably higher for (nocturnal) SBL cases in comparison with the
‘non-urban’ MH. On the other hand, daytime (usually CBL) MHs do not differ
very much in urban and ‘non-urban’ sectors. This also supports the conclusions
of Seibert et al. (2000) that it is more acceptable to apply standard methods
for estimating the daytime MH than for the nocturnal MH. To minimise un-
certainties, it is recommended to use a combination of the Richardson number
and Parcel methods for diagnosing the MH from radiosounding profiles for both
urban and non-urban CBL conditions.

7.2.3. Helsinki

Table 7.3 presents the basic statistics of the calculated MH with the scheme of
Eq. (4.5) (see Section 4.2.1) using temperature profiles at either the suburban
mast of Kivenlahti or radiosondes from the rural station of Jokioinen. Addi-
tionally, Table 7.3 presents calculated MH-values using three other schemes,
namely:

(i) The classical Zilitinkevich (1972) scheme derived from scaling arguments:

h = c2

√

u∗L

f
with c2 = 0.35 according to Joffre (1981) (7.1)

(ii) A simple scheme directly relating the Monin-Obukhov (MO) length L and
the mixing height:

h = c3L (with c3 = 2 from Kitaigorodskii & Joffre (1988) (7.2)
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(iii) A scheme interpolating from near neutral to very stable conditions (Zil-
itinkevich, 1989):

h =
u∗

f

(

1

Λ
+

√
µ

κCh

)

, µ = κu∗/(fL), Λ0 = 0.3 and Ch = 0.85 (7.3)

It should be noted that for the classical scheme (7.1) and for the simple MOST-
scheme (7.2) there has been a very wide spread in the proposed constants. If
we choose the constant c2 in Eq. (7.1) to be 0.4 as proposed by Garratt (1982)
and Brost and Wyngaard (1978) instead of the value 0.35, which was used in
these calculations, we get identical mean values with the interpolation scheme
of Eq. (7.3). Correspondingly, if we would like the mean value of the simple
MOST-scheme to equal the mean of the Zilitinkevich interpolation scheme we
would need to choose c3 = 0.9.

Table 7.3: Statistical parameters associated with the use of the different MH-schemes.

FMI FMI Classical MO-simple Zilitinkevich

Jokioinen Kivenlahti (c2 = 0.35) (c3 = 2) interpolation

Mean 201 175 209 558 242

Standard Error 0.71 0.30 0.71 2.42 0.77

Median 164 175 165 385 97

Standard Deviation 153 64 153 524.18 166

Range 2450 239 1380 4948 1465

Minimum 50 33 22 52 27

Maximum 2500 272 1402 5000 1492

Number of cases 46951 46951 46951 46951 46951

The cross-correlation between these 5 different estimates are presented in Table
7.4, which show that the results from all three diagnostic mixing height formulae
correlate nearly perfectly with each other and that the FMI-scheme for the
Kivenlahti site has a moderate correlation with the diagnostic schemes. On the
other hand, MH calculations using the Jokioinen-observatory data do not have
any correlation with the diagnostic schemes and only a weak correlation with
the MH estimates calculated with the same scheme but using the Kivenlahti
data. This is obviously due to the fact that the FMI scheme does not use
any information about the wind profile in estimating the MH, whereas all the
other schemes utilise additionally wind speed information. This also explains
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the good correlation between the three other schemes: since the physics of the
schemes is nearly identical, results also are expected to be very similar.

Table 7.4: Correlation between the different mixing height schemes.

FMI-Jokioinen FMI-Kivenlahti Classical MO-simple Zilitinkevich

FMI-Jokioinen 1

FMI-Kivenlahti 0.25 1

Classical 0.07 0.40 1

MOST-simple 0.09 0.47 0.98 1

Zilitinkevich 0.07 0.37 0.998 0.97 1

Figure 7.6: Correlation between the calculated mixing heights (FMI-scheme) using

Jokioinen (radiosoundings) and Kivenlahti mast data.

The weak correlation between values calculated with the FMI-scheme using
radiosonde profiles at Jokioinen and mast profiles at Kivenlahti was further
investigated by dividing the data according to wind direction into 12 sectors.
Figure 7.6 shows the partial correlations in each of the wind sectors. The cor-
relation between the results from these two datasets is substantially dependent
on wind direction, i.e., on the history of the air mass. The weakest correla-
tion occurs for southerly winds (from the sea), which is to be expected, since
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under such conditions Kivenlahti is substantially influenced by maritime air
masses. The most urbanised area is located in the easterly direction from
Kivenlahti, and the corresponding correlation also appears to be fairly low. For
a non-homogeneous area, it is therefore advisable to include the information on
measured wind speeds into the MH scheme used, as urban roughness greatly
modulates the MH behaviour.

The clear dependence of the comparison on the wind direction suggests that
for a non-homogeneous area it should be advisable to include the information
on measured wind speeds in the FMI-scheme. The simplest way to include it
in the stable mixing height formula (Eq. 4.5) is to use directly the measured
difference of wind speeds ∆U between the two heights:

h = c
∆U

g1 + 0.005
· (7.4)

The value of the empirical constant is c = 1.8 K s m−1 and g1 is the potential
temperature gradient defined in equation 4.5.

If we evaluate the averages of calculated MHs in different wind direction sectors
(Fig. 7.7), we note that the means of the two original FMI-schemes differ in
the southerly wind sectors, which once again confirms the result that the effect
of the sea is not observed in the Jokioinen soundings.

Figure 7.7: The dependence of the mean of the calculated stable mixing height on wind

direction based on 10-years data (1989-98, n = 46951) from the Kivenlahti mast.
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The Zilitinkevich interpolation scheme gives higher mixing heights than the
simple inversion height-based FMI-scheme in the most urban and rough wind
directions (Karppinen et al., 1999) which clearly suggests that for rough and
urban areas the different schemes give rather differing estimates for the height
of the SBL. However, for the smooth, non-urban sectors, the averages of the
calculated MHs are very similar. The modified FMI scheme gives very similar
results with the Zilitinkevich interpolation scheme and also the correlation of
the time-series of calculated MHs with the Zilitinkevich scheme is good (corre-
lation = 0.90). However, all these simple diagnostic and empirical methods are
observed to perform poorly especially in pollution episode situations (long-lived
SBLs).

7.2.4. Lisbon

Midday MH values have been determined for Lisbon for the period April, 1st,
1999 to July, 31st, 2001 (28 months). The method used to estimate MH was
to follow the dry adiabatic lapse rate from the maximum daily air tempera-
ture to its intersection with the vertical air temperature profile of the 12 UTC
radiosounding at Lisbon airport, located in a suburban area. The results pre-
sented in Fig 7.8 shows the large day-to-day variability of the MH, which might
be due to seasonal and synoptic conditions. The seasonal variability is on the
other hand rather moderate due to the modulating effect of the nearby ocean.

Table 7.5 displays some statistics about midday MHs in Lisbon where the most
frequent values occur from 800 m to 1400 m, but in December the more frequent
classes range between 200 and 1000 m.

7.3. The mixing height diagnosed from sodar data

7.3.1. The long-term Hannover dataset

The MH has been detected from the sodar data of the Hannover experiment
(Section 5.10) by employing two criteria. The first one diagnoses a sharp de-
crease of the acoustic backscatter intensity with height z. The height H1 of this
decrease usually indicates the top of a turbulent layer:

H1 = z, if R(z) < 88 dB and R(z + 1) < 86 dB and R(z + 2) < 84 dB (7.5)

Here R(z) denotes the acoustic backscatter intensity in the height z above
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Figure 7.8: MHs at Lisbon, derived from 12 UTC radiosoundings.

Table 7.5: 12 UTC MH statistics for Lisbon.
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ground. The dB values are derived from an arbitrary scale because the received
backscatter intensities cannot be calibrated. The R(z) values are therefore
specific for the sodar used in this study. The second criterion looks for surface
inversions and elevated inversions. It diagnoses (secondary) maxima of the
backscatter intensity that are not related to high turbulence intensities. For
elevated inversions we stipulate an increase in backscatter intensity below a
certain height z = H2 and a decrease above:

H2 = z, if ∂R/∂z(z+1) < 0 and ∂R/∂z(z−1) > 0 and σw < 0.70 m s−1 (7.6)

and for (usually nocturnal) surface inversions we demand:

H2 = z, if R(z) > 105 dB and σw < 0.3 m s−1 (7.7)

The restriction to low σw values is necessary because high insolation leading
to super-adiabatic temperature profiles near the ground also produces high
backscatter intensities, but which are related with high turbulence intensities
(high σw). The search for H1 and H2 is done separately. In both cases the
search starts from below. If the criterion is fulfilled the search stops. If the
search for H2 detects a surface inversion it stops, too, and does not look for
further elevated inversions. The MH is then defined:

MH = min(H1,H2) (7.8)

In case that neither H1 nor H2 is found, the MH cannot be determined from
the sodar data. This happens, e.g., during the afternoon of warm and sunny
days when the CBL top is higher than the range of the sodar. This does not
necessarily mean that there is no inversion at all. More details can be found in
Emeis and Türk (2004).

The results are presented for four selected months that are representative for
the four seasons: April 2002 for spring, August 2002 for summer, November
2002 for autumn, and February 2003 for winter.

Figure 7.9 shows the frequency distribution of half-hourly values of MH from Eq.
(7.8) for the four chosen months. The data have been separated for daytime (7
to 19 CET) and night-time (19 to 7 CET) conditions disregarding the seasons.
This choice of an equal length for the daytime and the night-time period allows
a direct inter-comparison of the frequency distributions for the nightly hours
and the daytime hours in all months. Please note that in Hannover CET is only
21 min ahead of the mean local time. We identify three main regimes in the
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frequency distributions. In the lowest height bins (roughly below 200 m) the
frequency of nightly MH is higher. Here, surface inversions dominate. In the
middle height bins (roughly from 200 m up to 600 m in February and November,
up to 900 m in April, and up to 1200 m in August) the daytime MH is more
frequent. Here, convective influences dominate. In the upper range of height
bins (with the exception of August) we find equal frequencies of nightly and
daytime MH due to very windy weather conditions. The rightmost columns give
the frequency of half hours within which no MH could be detected. A failure in
MH determination most frequently happens in April, August, and November,
and is caused in most cases by thermal production of turbulence which leads to
deep daytime convective boundary layers whose tops are out of range for the
sodar. In November stormy weather leads to such high MH values.

Figure 7.9: Frequency distribution of half-hourly values of MH, computed from Eq.

(7.8), in %. Height bins are 25 m wide. The left column in each height bin is

for night-time (19 to 7 CET); the right column is for daytime (7 to 19 CET).

The columns in the height bin above 1200 m give the percentage of half hours

in which no MH could be detected. Small numbers on top of columns indicate

true value if the column exceeds the frame of the image.
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In February 2003 (which was a cold winter month in Central Europe) the fre-
quency of nightly MH shows two maxima, one at 75 m and one around 325
m. The first maximum is caused by low surface inversions in cold nights; the
second maximum is due to two periods with a persistent elevated inversion
between 250 and 450 m above ground. For the daytime the frequency peak
from these persistent elevated inversions merges with the frequency peak from
days with some convection which caused MH between 400 and 650 m. During
the other three months the surface-based inversions dominate the night-time
frequency distribution. Due to a larger number of days with the formation of
a convective boundary layer in April and August the daytime frequency distri-
bution is clearly shifted towards higher height bins compared to February and
November. Due to the mostly mechanically produced turbulence in November
the difference between the night-time and the daytime frequency distribution
is smallest during this month.

Figure 7.10: Mean daily course of MH (in m), computed from Eq. (7.8). The temporal

resolution is one half hour.

Figure 7.10 shows the mean daily course of the MH determined from Eq. (7.8).
The strongest diurnal variation is found in August 2002, the smallest diurnal
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amplitude is observed in November 2002. This is caused by the amount of the
incoming solar radiation which was highest in August (28 days with sunshine,
among these were 19 days with more than four hours of sunshine). As February
2003 (22 days with sunshine, among these 12 with more than four hours of
sunshine), April 2002 (22 days with sunshine, 14 with more than four hours)
also had a large number of sunny days. They also exhibit a clear diurnal
course but with smaller amplitude. November 2002 only had 15 days with
some sunshine. Among these were only 6 days with more than four hours of
sunshine. Dry air masses led to large differences between the daytime maximum
temperature and the night-time minimum temperature in August 2002. This
difference was regularly 10 degrees centigrade or even larger. In April 2002 this
difference was only around 8 degrees. This strong diurnal course of near-surface
temperatures led to the small MH values in August 2002 at night-time. The
MH values are even lower than in April 2002.

The main results of the statistical evaluation of MH for Hannover are:

• It is possible to obtain long-term time series of MH with a sodar by an
automated procedure.

• Three main regimes can be identified in the MH statistics: low nocturnal
MH due to surface inversions, medium range daytime MH values indi-
cating the top of a CBL, and quite high MHs which appear with equal
frequencies at day and at night due to very windy weather.

• Monthly frequency distributions of MH and monthly mean daily courses
of MH show a clear annual course. Surface inversions are found in all
seasons, CBL development was most notable in spring and summer from
the mean daily course of MH which had the greatest amplitude in these
two seasons, and the windy weather was most pronounced in autumn.

• Specific meteorological characteristics of single months are distinctly mir-
rored in the MH statistics. This shows that the inter-annual variability
can be diagnosed from this data set, too.

7.3.2. Comparison of mixing height formulae with sodar data, Bologna

An inter-comparison was carried out between various MH-formulae listed in
Appendix 1 over Bologna. These formulae were calculated using “surface”



COST715 WG2 Data validation of mixing height. . . 153

parameter turbulence data (u∗, L and w∗, from a sonic anemometer and a high
frequency hygrometer) from the three urban measuring sites (Specola, Accursio
and CNR) and from the rural site of San Pietro Capofiume (SPC) outside
Bologna (see Section 5.4). The instruments were located above roof level at the
urban sites and at ground level at the rural site. Radiosonde profiles from San
Pietro Capofiume were used to determine N . The inter-comparison focuses on
the differences between MH values calculated by these formulae under urban
and rural conditions, and separately for stable (SBL), convective (CBL) and
neutral (NBL) conditions.

A further comparison was made considering the MH estimated from sodar sig-
nals at the same locations. The sodars were located on the top of a building in
Bologna city centre and at ground level at the rural station. Details on the data
and methods applied to obtain MH values from the sodar profiles are provided
in Section 5.4.

7.3.2.1. Intercomparison of various methods in Bologna

The comparison was performed by representing box plots for the various MH
schemes for urban and rural conditions (Fig. 7.11). All the urban data, collected
at three sites, were merged into the same box to obtain a sufficient number of
data.

Figure 7.11 displays the expected increase of the MH from stable to unstable
conditions. Furthermore, the urban MHs are higher than the rural ones for most
methods. It can be noted that apart from the outliers, the range of MH values is
5000 m and 1000 m for unstable and stable conditions, respectively. Some of the
methods sometimes yield unrealistic values, these occurrences and/or outliers
are discussed for each method in the next sections. Nevertheless, one remarkable
aspect of Fig. 7.11 is that there is a rather good internal consistency between
the various schemes, though some are based on different theoretical background,
whilst the sodar cluster of MH values clearly departs from the latter. This may
be an indication that sodar data alone are definitively not appropriate for an
accurate assessment of the MH even under stable conditions.

Box plots also give evidence that the various methods have different data fre-
quency distributions. It appears that the median is near the lower quartile in
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Figure 7.11: Box-plot of the MH calculated by the different methods listed in Appendix

1 under stable (upper panel), unstable (mid panel) and neutral (lower panel)

conditions at the three urban sites in Bologna (left) and at the rural site of

S. Pietro Capofiume (right). Each box represents from bottom: 1st Quartile,

Median and 3rd Quartile. The whiskers extend to the most extreme data points

which are no more than 4 times the inter quartile range from the box. Open

circles represent outliers. SOD refers to the sodar-estimated MH and CLM

indicates the MH from the CALMET-SMR operational pre-processor.
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CBL (n = 601) SBL (n = 216)

Figure 7.12: Examples of typical frequency distributions for a convective formula at

the urban sites (left) and for a stable formula at the rural site (right).

most cases as can be seen in Fig. 7.12, which shows an example of typical
frequency distributions for both the urban CBL (left) and rural SBL (right).

7.3.2.2. Sodar MH data vs. SBL diagnostic formulations

The inter-comparison between the various MH-estimates (from Appendix 1) and
sodar estimates covers the period January-February 2002 in Bologna (urban)
and the surroundings (rural). It should be noted that the first four schemes in
the upper panel of Fig. 7.11 (stable conditions), are listed in Appendix 1 for
neutral conditions but are tested here for stable conditions as was done for the
Milan (Lena and Desiato, 1999) and Cabauw experiments (Zilitinkevich and
Baklanov, 2002; Baklanov, 2001).

The number of data considered is in most cases around 200. The number of
data drops to 30 (for Sodar, BeSc79 and Nieu84) because some of the input
data needed by these formulae were missing during the campaign.

It can be seen from the box plots (Fig. 7.11) that the median value of the urban
MH is always greater than the median value for rural conditions. The difference
is more evident for the “Ven80b” formula (the difference between median urban
and median rural is 73.5 m) and not relevant for the “staCLM” method (dif-
ference of 3 m). The MH estimated by sodar (“staSOD”) is markedly greater
for the urban case (difference of 14 m).
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The box extremes (1st and 3rd quartile) show that some formulae provide MH
estimations that range between ca. 80 and 300 m (Ven80b urban, and BeSc79
rural) while other formulae are characterized by a very narrow range of values
(for examples ZiMi96, Mahr82 and Nieu8 ranges between around 10 and 70 m).
The Ven80b formula gives some values greater than 2000 m (outside the range
of the Figure) due to the method used to estimate N from radiosounding data.
At the rural site, the CALMET pre-processor sometimes considers periods as
convective that are classified as stable by the other methods, thus leading to a
large number of outliers in Fig. 7.11.

BeSc79 and Nieu84 formulae gives very low values when the wind speed is very
low. Such conditions often occur in the Po Valley where the measurements were
made. The formulae ZiMi96, staJof, Nieu81, and Zili02 also give low MH in
very stable conditions, when the measured L is very small (around 10−4 m),
while Ven80a gives low values when u∗ is small.

Since sodar-derived MH values can be considered independent from the MH es-
timates of the parametric methods using surface data, some statistical indexes
such as the bias, root mean square error RMSE and the correlation coefficient
were calculated from these two sets of MH-values. For the Bologna data set,
these statistics were considered only for formulae for which at least 10 pairs
of data were available. The number of data pairs in most cases is only about
20. The statistical comparison between the MH calculated by parametric for-
mulae and the “independent” MH from sodar is shown in Table 7.6 for the
urban and rural sites. Some previous similar comparisons, whereby the MH
was also determined by sodar, with urban data in Milan (Lena and Desiato,
1999) and a rural data in Cabauw in the Netherlands (Vogelezang and Holtslag,
1996; Zilitinkevich and Baklanov, 2002; Baklanov, 2001) are also presented in
Table 7.6.

Results in Table 7.6 show that all algorithms provide MH values that are poorly
related with MH estimated by sodar both for urban and rural conditions. The
bad correspondence between MH calculated by the various algorithms and MH
estimated by sodar can be explained considering that, as described in Section
4.3, most of the algorithms for nocturnal conditions are very simple. On the
other hand, sodar data have also known deficiencies, so that no firm conclusions
can be drawn.

The results from the present study corroborated the results of Seibert et al.
(1998) who found that the tested algorithms did not yield very satisfactory
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Table 7.6: Comparative rural-urban evaluations of different SBL height equations
versus some measurement datasets.

Formula code Urban, Bologna(4) Rural, Bologna (4) Urban, Milan (3) Rural, Cabauw
[Eq. #] (Feb. 2002) (Jan. 2002) (May-Aug.1996) (years 1977-1979)

cf Appendix 1 Bias RMS Corr. Bias RMS Corr. Bias NMS Corr. Bias RMS Corr.
error coef. error coef. error(5) coef. error coef.

Arya81b (1) [4] – – – – – – −264 1.69 0.43 64.0 218 0.27

Ven80a [2] −74 151 0.12 −210 263 −0.18 – – – – – –

Ven80b [3] −12 144 −0.01 −185 255 −0.21 – – – – – –

Nieu81 [5] −154 166 0.09 −224 270 −0.04 – – – – – –

Zili72a [1] – – – – – – −4.2 0.65 0.43 24.4 173 0.27

Arya81(2) [15] −11 80 0.11 −111 192 −0.17 −72 1.69 0.43 103 86.3 0.48

Mahr82(2) [16] −141 154 0.11 −215 264 −0.17 94 0.42 0.39 −24.4 18 0.48

BeSc79(2) [17] – – – −108 297 −0.34 52 0.25 0.39 208 264 0.48

Nieu84a(2) [18] – – – −227 318 −0.26 215 2.1 0.34 6.27 13.9 0.48

ZiMi96 [6] −178 188 −0.01 −225 277 −0.18 – – – −33.8 33.8 0.38

Zili02 [7] −148 164 −0.03 −219 284 −0.17 – – – 6.21 19.2 0.60

staJof [9] −108 173 −0.09 −212 281 −0.18 – – – – – –

(1) Modified version of Zilitinkevich’s (1972) formula with re-estimated constants.
(2) This equation was developed for neutral conditions, here used also for stable conditions.
(3) Based on the MH values from sodar data (see Lena and Desiato, 1999).
(4) Based on MH values from sodar data (see section 5.4) rural data refer both to summer
and winter conditions, urban data refer to winter conditions.
(5) NMSE is the normalised mean square error.

results either, for rural and/or homogeneous conditions. Thus, the bad cor-
respondence with the sodar derived MH is not very surprising and probably
not just due to the urban features. A slight improvement, compared to urban
conditions, can be noted for the formulation of Zilitinkevich et al. (2002, see
Section 4.3.2) that performed much better than the other formulations against
measurement data for the rural site of Cabauw.

7.3.2.3. Sodar data vs. CBL prognostic and diagnostic formulations

Four different methods (see Appendix 1) to estimate the convective MH were
inter-compared and compared with MH-sodar estimates from Bologna and with
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MH calculated from the CALMET-SMR pre-processor. The number of data
considered is around 600. The number of data drops to 40 for the sodar method.

The box plot (Fig 7.11 mid-panel) shows that the difference between the urban
MH median values and rural MH median values, range between 460 m for the
“BaG91b” method and 142 m for the “BaG91a” method, while the median
urban MH estimated by sodar is 164 m higher than at the rural site. The
range of urban MH estimates is maximum for the “BaG91b” and “unsCLM”
formulae and minimum for the “unsJof” and sodar methods. This behaviour
is different at the rural site where the range of values from “unsJof” increases
while the range of “BaG91b” decreases. The BaG91a and BaG91b formulae
gives sometimes zero values, probably due to the method employed to estimate
the potential temperature gradient γ above the ABL. Some formulae give some-
times very high values like 5000 m (e.g., BaG91b urban). These outliers can
occur when the formula gives a strong increase of MH from one time step to
the next (e.g., Arya81 around 12Z in the top panel of Fig. 7.14). To avoid
these discontinuities in the time evolution of the MH, an upper limit to the
incremental MH was set to 1000 m.

The typical increase of MH during daytime is illustrated in Fig. 7.13, which
shows the mean daily course of MH calculated by the various algorithms during
winter (left) and summer (right) at the rural (top) and urban sites (bottom).
The expected daily course is more or less caught by all the formulae, however
partly with large discrepancies that seem to increase in the course of the day.
The Batchvarova and Gryning (1991) formula (BaG91a) has a slow growth
during the morning and stays stationary during the afternoon. The second
Batchvarova and Gryning (1991) formula (BaG91b) reaches high values at the
urban sites and keeps growing during the afternoon, while at the rural site it
stays stationary during the afternoon. The MH calculated by Tennekes and
Driedonks’ (1981) scheme grows during the first part of the afternoon not only
at the urban but also at the rural site. Joffre and Kangas’s (2002) mixing
height often decreases during the afternoon and lead to irregular values. In
all the conditions shown, the Tennekes and Driedonks formula is closest to the
CALMET calculations, which shows the smoothest behaviour.

The discrepancies between the various methods can be better seen by directly
comparing the time evolution of MH calculated by various methods. Figure
7.14 shows two summer days at the rural site (top) and a winter day at an
urban site (bottom). All the days shown are sunny with low winds (the wind
speed is < 3 m s−1 during the summer days and < 6 m s−1 during the winter
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Figure 7.13: Mean daily course of the MH calculated with 5 different algorithms (orange

= Joffre and Kangas (2002); red = Tennekes and Driedonks (1973, 1982); green

= Batchvarova and Gryning (1991), their two different formulae; open red circles

= CALMET) during winter (left) and summer (right), at the SPC rural site (top)

and the Specola urban site (bottom). Note that the plots do not have the same

vertical scale. The sodar data are missing.

one) with prevailing convective conditions during the day. For summer condi-
tions, CALMET (dark red open circle in the plots) has often a strong growth
until 17.00 LST and a sudden decrease after sunset. The MH growth esti-
mated by the Tennekes-Driedonks’ scheme (dark red triangle) and in particular
by Batchvarova-Gryning’s formulae (dark and light green triangle) is weaker
in the afternoon. In summer, the MH evaluated by the sodar profiles (black
closed circles) stays closer to these three methods, rather than to CALMET val-
ues, whereas on the winter day shown, daytime CALMET and sodar estimates
are rather close. In this case, daytime MH estimates by Batchvarova-Gryning
and by Joffre-Kangas are considerably lower than those of the other methods
applied.
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Figure 7.14: Temporal evolution of the MH estimated with different methods for

Bologna. Top, two summer days at the rural site SPC; Bottom, a winter day

at the Specola urban site. Open red circles = CALMET; close black circles =

sodar; close blue squares = Rossby & Montgomery (1935); open blue squares =

Seibert et al. (1998); dark green triangles = Gryning and Batchvarova (1991);

light green triangles = Gryning and Batchvarova (1996); open red triangles =

Joffre and Kangas (2002).
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When comparing these various convective algorithms with sodar derived MH-
values, they all show very poor correlation (correlation coefficients range be-
tween −0.3 and 0.1) and a negative bias (e.g., the sodar-derived MH is gener-
ally greater than MH estimated by the 5 formulae), with the only exception of
CALMET in rural summer conditions (cf. Fig. 7.14, top panel). However, it is
expected that the sodar is still less appropriate for determining the MH under
unstable conditions than in stable conditions due to the fact that the daytime
MH is frequently beyond the sodar vertical range.

7.3.2.4. Data vs. neutral ABL diagnostic formulations

Four different methods to estimate the neutral MH were inter-compared and
compared with MH calculated from the CALMET-SMR pre-processor. The
neutral ABL was not estimated from sodar data. All the tested “neutral”
formulae simply differ by a multiplicative factor (see Appendix 1). The number
of data considered is around 600 for the urban case and 200 for the rural case.
The number of data drops respectively to 300 and 100 for the CALMET method.

The box plot (Fig 7.11, lower panel) shows that the difference between the
urban MH median values and rural MH median values range between 435 m
for the “RoMo35” method and 58 m for the “Sei98c” method. In contrast
with these results, CALMET calculations provide rural MH values 55 m higher
than urban ones. Apart from CALMET, the range of MH estimates in urban
conditions is maximum for the “RoMo35” and minimum for the rural “Sei98c”.

During late afternoon and evening hours, neutral conditions often occur due to
the transition from unstable to stable conditions. Under such conditions, MH
decreases through the evening. This typical course is illustrated in Fig. 7.15,
where the hourly MH calculated by several methods at the Specola urban site in
Bologna are shown for two late spring days (top) and one winter day (bottom).
During the two late spring days (13–14 May) shown in the top panel of Fig.
7.15, the ABL was mostly neutral due to moderate wind conditions (wind speed
between 5 and 9 m s−1 in Bologna), except for the period between 06:00 and
15:00 LST on May 14, when the ABL became convective. All the algorithms
catch the transitions between the decreasing neutral ABL during the night and
the increasing convective ABL after sunrise. During the moderate windy (wind
speed about 6 m s−1) 24 February 2002 (Fig. 7.15, bottom panel) the ABL was
neutral for the whole period. The comparison in Fig. 7.15 shows that RoMo35
and Sei98a (blue closed and blue open squares) always give the highest MH,
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Figure 7.15: MH estimated with different methods during two late spring days at an

urban site (Top) and a winter day at an urban site (Bottom). Neutral bound-

ary layer: blue closed squares (Rossby & Montgomery, 1935), blue open squares

(Sei98a), dark red closed squares (Sei98b), dark red open squares (Sei98c), where

Sei =Seibert et al. (1998). Convective boundary layer: red close triangles (Ten-

nekes & Driedonks, 1981), red open triangles (Joffre & Kangas, 2002), green

close triangles (Batchvarova & Gryning, 1991), green open triangles (Gryning &

Batchvarova, 1996), black open squares and triangles = CALMET-preprocessor.
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while Sei98c (dark red open squares) the smallest MH. CALMET (black open
squares) mainly shows a smoothed behaviour that is rather more sensitive to
the thermal terms than to the mechanical ones.

7.3.3. Comparison between sodar and tethersonde data, Cracow

Two experiments were organised in the framework of COST-715 in August 2002
and June 2003 in Cracow, Poland, (see Section 5.5) for (i) determining the MH
by tethered balloon equipped with instrumentation for wind speed, humidity,
and temperatures of dry and wet thermometers and (ii) acoustic sounding of
the atmosphere with a sodar. Both instruments were operated at the urban
meteorological station. MH values deduced from the vertical profile of the
tethersonde potential temperature were compared to those derived from the
sodar echoes. In the cases when the temperature profiles for ascent and descent
were different, a separate analysis was performed. We excluded those cases
when the balloon sounding ceiling (ca. 1000 m) was lower than the MH derived
from the sodar data.

Figure 7.16 clearly illustrates the development and structure of thermals along
with typical processes from a 24-hr period sodar record between approximately
7:00 and 15:00GMT. During night-time, the structures are quite different as
the thermals disappear and other motions and layering appear. The derivation
of the MH by sodar is explained in Section 4.2.2.

7.3.3.1. Conditions at night

Ground-based inversion layers were observed every night during both exper-
iments. The layers became visible in the sodar record near sunset and they
disappeared about 1.5–2 hours after sunrise. Sometimes the ground-based in-
version layer was accompanied by elevated inversion layers.

A comparison of the depth of ground-based inversion layers derived from sodar
echoes and those derived from temperature profiles is presented in Fig. 7.17.
Both methods give very similar values. The correlation coefficient for the case
without elevated layers above the ground-based layer is 0.96 (number of cases
n = 41) and for the case with elevated layers 0.93 (n = 19).
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Figure 7.16: Diurnal record of vertical sodar echoes on June 10, 2003.

Figure 7.17: Comparison of ground-based inversion layer heights determined from sodar

echoes (h-sodar) with those determined from the vertical profile of potential

temperature (h-balloon).
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7.3.3.2. Conditions during the morning and evening transitions

During the transition hours, the determination of the atmospheric stability is
problematic, both for sodar and balloon data. The image of the sodar echoes
is changing quickly, and the potential temperature gradient is near adiabatic,
not favourable for sodar operation. In the morning, it is difficult to catch the
moment at which the first convective structures appear, and their elevation is
difficult to estimate before the ground-based inversion layer has clearly risen
up.

Figure 7.18: Temporal evolution of the potential temperature gradient during the

morning transition with a ground-based inversion layer persisting up to 6 GMT,

then becoming convection capped by an elevated inversion layer. The sun rose

at 3:41 GMT.

In the evening, the weak decaying convection in the sodar record may be er-
roneously classified as a weak ground-based inversion layer. They are often
accompanied by an adiabatic gradient of potential temperature. It can also
happen that the sodar records still show convective structures while the tem-
perature record of the balloon shows already a ground-based inversion up to
several tens of meters (in the dead zone of the sodar).

Figure 7.18 displays the transition from stable (ground-based inversion layer)
to unstable (convection with capping inversion layer), while Fig. 7.19 shows
the opposite transition, as revealed by the behaviour of the balloon vertical
potential temperature profiles.
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Figure 7.19: Temporal evolution of the potential temperature gradient during the

evening transition with convection persisting up to 17.40 GMT, then leaving

place for a ground-based inversion layer. Sunset occurs at 18.51 GMT.

7.3.3.3. Conditions during daytime

The warming-up of the surface after sunrise lifts and finally dissolves the ground-
based inversion layer. The convective motions are initially limited by the ele-
vated inversion layer which then disappears, whence thermals can rise higher.
When the elevation of convective motions is limited by an elevated inversion
layer below the vertical range of the sodar, the MH can be well deduced from
the maximum in the acoustic backscatter, which is identified as the base of the
elevated inversion layer. Figure 7.20 presents a comparison of MH values deter-
mined from sodar records and those determined from the potential temperature
gradient of the balloon profile (correlation = 0.96, n = 13).

Figure 7.20: Comparison of MHs determined from sodar records and those determined

from balloon soundings, for convective conditions capped by an elevated inver-

sion layer.
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Uncertainties arise when the elevated inversion layer disappears. The backscat-
ter signal from the top of the convective structures may be weak enough to be
unrecorded by the sodar. In addition, convection is only an indirect index of
the mixing process, since mechanical mixing may be present in layers where
thermal mixing does not occur.

In Cracow, the free-convective mixing layer height was determined on the basis
of the maximum heights of the convective sodar echoes during a period of one
hour. For noon and afternoon hours, this value is multiplied by 1.5 (for the
older sodar version by 2.0). The idea of this procedure is based, among others,
on the results of a series of experiments made in 1992 and 1993, when the SO2

mixing layer height (i.e., the height up to which high concentrations of SO2 are
observed) was determined by a correlation spectrometer onboard an aircraft
(Walczewski and Orkisz, 1994).

Figure 7.21: Selected mixing height time records determined by means of sodar obser-

vations during unstable conditions. The continuous line represents the base of

an elevated inversion layer capping the convective cells. The dots indicate the

height of free convection recorded by the sodar. The dashed line represents the

estimated MH (maximum height of convective cells from sodar multiplied by a

factor 1.5) for free convection conditions. Sunrise occurred at 2:27 GMT and

sunset at 18:52 GMT. Free convection is starting at about 8 GMT. There was a

storm over Cracow at 12 GMT on 11.06.2003.

Figure 7.21 displays an example of mixing height records determined by means
of sodar observations versus time during a period of unstable conditions. After
the growth of the mixing height and after the destruction of the elevated inver-
sion by convective eddies, the height of convective cells stabilised at a nearly
constant level. During the afternoon, a rather rapid drop of the convective MH
occurs. Convective updrafts disappear about 2 hours before sunset. The results
of this experiment show a reasonably good agreement between MH estimates
from the sodar and those from tethered balloon measurements.
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7.4. Comparison of numerical pre-processors and NWP models vs.
data

7.4.1. Mixing height estimates from NWP/meteorological models

7.4.1.1. HIRLAM, Copenhagen

Methods for estimating the MH based on NWP output and different diagnos-
tic methods, including the bulk Richardson number method, the Vogelezang
and Holtslag’s (1996) method, and the parcel methods were studied for the
Copenhagen metropolitan area (Rasmussen et al., 1997; Baklanov et al., 2002;
Baklanov and Kuchin, 2004). These and other methods were inter-compared
(see Section 7.2.2), and MHs based on outputs from the DMI-HIRLAM NWP
model profiles were compared with the corresponding MHs estimated from ra-
diosonde data of the Jægersborg station in Copenhagen.

Figure 7.22: Scatter plots of the MH (determined by the parcel method) from radioson-

des at Jægersborg, and the MH calculated from DMI-HIRLAM outputs by the

bulk Richardson method (left panel) and the Vogelezang-Holtslag method (right

panel).

The results shown in Fig. 7.22 for the period 1994-95 show that the agreement
between MHs from measured radiosonde profiles and those from DMI-HIRLAM
output profiles is fairly good in general. Moreover, MH estimates based on DMI-
HIRLAM runs are in general of nearly the same quality as the estimates based
on observed data. However, especially under unstable and convective condi-
tions, there can be large errors in the temperature profiles generally caused
by too a weak development of the boundary layer in these situations. For the
nocturnal MH, results show a considerable underestimation of the MH by both
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Ri-number methods and raise the need for improving the Ri-method (Zilitinke-
vich and Baklanov, 2002).

The above comparison was performed for the operational DMI-HIRLAM ver-
sion with a horizontal resolution of 15 km. Therefore, it was difficult to consider
local effects due to urban or other heterogeneities of the surface. Model runs
were also performed with the 1.4 km resolution experimental version of DMI-
HIRLAM using a prognostic equation for the TKE, which included the advec-
tion terms and an adjustment of the roughness length for estimating the MH.
This approach has the potential to simulate IBL features due to the sea coast-
line transition and/or urban non-homogeneities (via the the roughness length
and the prognostic TKE equation that includes the advection terms), but needs
considerable improvements for SBL cases due to the used local-closure of the
turbulence. Nevertheless, this experimental version of the DMI-HIRLAM used
in the simulations, includes a simplified description of urban features (Baklanov
et al., 2002) and still leaves room for improvements.

Figure 7.23: The simulated roughness length (z0, in cm) from the high resolution

physiographic data (left panel) and operational forecasts of the mixing height

(right panel, the palette values are given in 10m) with an experimental version

of the DMI-HIRLAM model using the TKE decay method and a horizontal

resolution of 1.4 km for the Sjælland Island with the Copenhagen metropolitan

area (area of high roughness along the east coast of Sjælland).

Figure 7.23 shows one example of the roughness length simulation (left panel)
and the MH forecast using this approach (right panel) by the DMI-HIRLAM
for the Sjælland Island where Copenhagen is located. In the considered meteo-
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rological situation, the dominated wind direction over Sjælland is from the East
and East-Southeast. We can see the downwind IBL growth from the sea surface
of the Øresund strait to the land area and the Copenhagen city along the wind
direction and the coast line. The prognostic TKE equation provides simulation
of this effect, but, as it was mentioned above, the TKE decay algorithm for
the MH (see Section 4.7) gives an underestimation of MH values over the cool
sea surface. Therefore, in operational DMI dispersion models that are linked
to DMI-HIRLAM, the bulk Ri-number method is preferably used utilising the
profiles generated by the DMI-HIRLAM model.

7.4.1.2. MM5, Athens

The application of numerical meso-meteorological models to the estimation of
the urban MH with respect to other simple MH schemes will be considered in
this Section using the example of Athens city and its surroundings. The purpose
was to evaluate the effects of different factors such as complex topography and
strong changes in surface roughness (sea-land, urban-rural) on the evolution
of the MH. The formation of the MH becomes a complicated process in those
areas where these features coexist.

The work was based on applying the Penn State/NCAR Mesoscale Model MM5
(Anthes and Warner, 1978) model in three different configurations:

1. The MM5 model was applied in its original version with the high resolu-
tion non-local NCEP MRF (National Center for Environmental Predic-
tion Medium Range Forecast Model) ABL scheme. This scheme is based
on the Troen and Mahrt’s (1986) representation for counter-gradients and
K-profiles in the well-mixed CBL (Hong and Pan, 1996). In this version,
urban areas are represented as bare soil with specific surface character-
istics and physical parameters, such as roughness length, albedo etc. In
this non local MRF scheme, the MH is given as a function of the critical
bulk Richardson number.

2. A second simulation uses a modified (“urbanised”) version of MM5 whereby
urban features were introduced both in the thermal and the dynamical
part (Dandou et al., 2004). In particular, the urban heat storage was in-
corporated in the model following the Objective Hysterisis Model (OHM)
of Grimmond et al. (1991) and anthropogenic heat effects for Athens were
considered following Taha (1998). Also, the surface stress and heat flux
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provided by the model were updated, with emphasis to rough surfaces
under unstable conditions, according to Akylas et al. (2003). The whole
scheme was supported by detailed information on land use cover derived
from satellite image analysis.

3. In order to isolate the topographic influences on air motions in the city
basin, another simulation was performed with the original version as well
(case 1), but where Athens was replaced by dry cropland and pasture
surface, as in the surrounding areas.

The MH is often higher in urban areas than in the rural case, especially during
daytime hours. This is illustrated for Athens (Fig. 7.24) during the MED-
CAPHOT experimental campaign. The modified version of MM5, which in-
cludes some urban effects, increases the MH for nocturnal conditions (due to
anthropogenic heat and storage heat terms). During daytime, the values are
a little smaller than those calculated by the original version and there is a de-
lay of two hours until the maximum value is reached. On the other hand, the
changes do not affect the MH-values for the non-urban site. For the case when
the urban area of Athens is replaced by a dry cropland and pasture area, MH-
values are much lower (300 m) compared to the ones from the original version;
nevertheless, the maximum MH-values are still formed in the Athens basin due
to the surrounding topographical features. This unrealistic run illustrates, as
in case of Marseille, that in a complex situation, urban influences coexist with
other mechanisms. Figure 7.25 shows the night-time spatial distribution of MH

Figure 7.24: The diurnal variation of the mixing height (m) at the NOA station in

the city centre of Athens (left) and the rural station of Spata (right), produced

by the original MM5/MRF model (dark blue line), the urban area replaced by

a dry cropland and pasture area (orange line) and the modified “urbanised”

MM5/MRF model (green line) on 14.9.1994.
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Figure 7.25: Spatial distribution of the mixing height calculated by the original (left)

and modified (right) MM5/MRF model, at 23:00 LST on 14.09.1994. The axes

represent number of grid cells of 2 km each. Central Athens is indicated by a

box and the rural Spata station is indicated by a cross in the middle of the left

figure. The urban NOA station is inside the box.

for the original case and the modified one, respectively. The increase of MH in
the Athens area compared to the surroundings is clearly visible.

Figure 7.26: Spatial distribution of the MH calculated by the original (left) and mod-

ified (right) MM5/MRF model, at 14:00 LST on 14.09.1994.

During daytime, larger MH values are calculated by the modified version over a
larger area, in contrast to the original model, corresponding to the urban expan-
sion, as it has been observed on satellite images. Nevertheless, the maximum
MH value is now substantially lower (Fig. 7.26), accompanied by a decrease of
temperature and a reduction of momentum and heat flux (Dandou et al., 2004).
It is interesting to mention that only the modifications in the surface energy
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balance have produced this much profound decrease of MH over the city area,
explained by the absorbing role of the urban heat storage term. This arises
from the fact that the changes in the dynamical part, introduced by Dandou
et al. (2004), result in a substantial increase of MHs in areas where low winds
under convective conditions prevail. This is apparent in the plain north of the
mountainous area (Fig. 7.26b), where the MH is increased by more than 500 m
in some areas.

a)

b)

Figure 7.27: Spatial distribution of the MH calculated by: a) the CALMET diagnostic

model; at 14:00 LST (left panels) and 23:00LST (right panels) and b) with the

original MM5 using the MRF scheme also at 14:00 LST (left) and 23:00 LST

(right) on 22.09.2002.

MHs were also calculated by CALMET, a frequently used diagnostic meteoro-
logical pre-processor that produces hourly 3D fields of various meteorological
parameters, based on routine meteorological measurements (Scire et al., 2000).
Figure 7.27 shows the MH fields compared with those produced by the origi-
nal MM5 version (configuration 1) for September 22, 2002, at 14:00 LST and
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23:00 LST. The MH field, produced by CALMET, is unaffected by topograph-
ical effects, and its evolution depends only on the downwind distance from the
roughness change (coast line).

In Figure 7.28, a comparison between the diurnal variation of the MH, produced
either by the original MM5 model or by CALMET, is presented for the non-
urban Penteli location and at the University campus, where measurements are
available for 22.9.2002. The measured MH data were obtained by Asimakopou-
los et al. (2004) in the framework of the EU-project ICAROS-NET during
autumn 2002 at two sodar locations: one at a semi-urban background site (in-
side the University Campus) and the other one on the Penteli Mountain (PEN;
450 m height), which stands on the North-east of Athens. MM5 produces MH
values closer to the sodar record than CALMET. Two different approaches were
used to derive the MH by sodars. The sodar at PEN provided an automated
way for determining the MH which is based on the estimation every half an
hour of the vertical wind component power spectrum using a FFT technique.
At the University of Athens, a Sodar-RASS, not equipped with this algorithm,
was used manually, whereby the MH was determined by a visual inspection of
the corresponding averaged profiles of the wind speed and direction and the
acoustic echo returned signals (Asimakopoulos et al., 2004).

Figure 7.28: Comparison of the diurnal variation of MH (m) at Penteli (left) and the

University campus (right) either by the original MM5 or CALMET and sodar

measurements (see text) on 22.9.2002.

For the nocturnal MH, the CALMET pre-processor often disagrees with sodar
data for both the urban and rural sites. In this first comparison, the modified
(urbanised) MM5 version produces MHs closer to measurements than CAL-
MET. During the night, the MHs calculated with MM5 almost coincide with
the measurements, although these have been performed by the original version.
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A probable explanation might be that the higher winds on this day produce
a sufficiently large MH, which thereafter is expected to be less influenced by
anthropogenic activities (see Dandou et al., 2004, for further details).

7.4.2 Comparison of MHs estimated by the CALMET pre-processor with
sodar data in Cracow

Mixing heights calculated with the CALMET pre-processor (Scire et al., 2000)
for the urban meteorological station Cracow-Czyzyny were compared to those
derived from a monostatic sodar (SAMOS-4C sodar of Polish production) sit-
uated at the urban meteorological station in Cracow (Section 5.5). Data were
available for April, June, September and December 2001. Inputs to CALMET
were generated by the mesoscale meteorological model ALADIN. New urban
features were implemented in CALMET to represent the city of Cracow. The
anthropogenic heat was added to the input data of CALMET. The anthro-
pogenic heat depends on the urban class (55 W m−2 for city centre, 30 W m−2

for city periphery areas, and 15 W m−2 for other urban-suburban areas). Addi-
tionally, the night-time minimum MH was changed from 50 to 80 meters. These
changes improved the CALMET results slightly.

The ceiling of the sodar soundings is 1000 m (elevated layers are recorded up to
this height), with a dead zone about 30 m above ground level. The scheme for
determining the MH has been developed on the basis of comparisons between
sodar echoes and the heights of dust layers observed with a lidar (Bielak et
al., 1997; Walczewski, 1997, 1998; Walczewski et al., 1999). The MH was
determined as:

– The height of the ground-based inversion layer (in presence of this layer),
or of the top of the multi-layer structure connected to the ground based
inversion;

– The height of the capping inversion, when the elevated inversion tops the
convective cells beneath (morning evolution of the CBL);

– The height of the maximum range of convective plumes multiplied by a
factor 1.5 in condition of a well-developed CBL until the maximum height
is reached (see also Section 7.3.2.3). Then the estimated MH is allowed
to decay to just 80% of this maximum near the end of the day when the
stable layer re-appears and is clearly diagnosed.
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The mixing height data set derived from the sodar can thus be divided into
two groups: direct measurements (night stable case, morning evolution of a
capping inversion layer), and estimates (MHs in strong convection). Both types
of results are shown in Figs. 7.29 and 7.30 for April 2001 as an example. The
described improvement of the parameterizations of the CALMET input and the
sodar algorithm lead to a better correlation of both data sets.

Figure 7.29: Scatter plot for the MH taken from sodar measurements versus calcu-

lated values with the CALMET pre-processor (using outputs from the meso-

meteorological ALADIN model) for April 2001. Grey dots illustrate day cases,

while red dots the night cases.

Figure 7.30: Comparative time series of MH variability extracted from the sodar mea-

surements and calculated by the CALMET pre-processor (using outputs from

the mesoscale ALADIN model) for April 2001.

As a conclusion of this analysis, there are large and partly systematic differences
in MHs from CALMET and the sodar data. CALMET is apparently able to
reproduce the expected daily cycle of MH as known, e.g., from textbooks (e.g.,
Stull, 1988). However, values during daytime are higher than those derived
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from aircraft vertical temperature profiles, which were used to calibrate the
sodar categorisation scheme for CBL conditions. At night-time, MHs from
sodar are generally higher than those calculated by CALMET. Apparently,
CALMET under-estimates the MH in many cases at night-time. The sodar
MH values show too much short-term variation which is not realistic; more
importantly, the continuous MH record by the sodar is possible only because
of the subjective analysis given above.

7.4.3 Sensitivity study for London with the ADMS met-processor

The ADMS Model (details: www.cerc.co.uk) is a regulatory model with appli-
cations in the U.K. and elsewhere for assessing local air quality and for environ-
mental impact assessments. It contains a meteorological pre-processor which
uses synoptic observations to calculate the MO stability. The pre-processor is
flexible in design, able to accept standard observations such as wind speed and
cloud cover, or it can accept values of L, for example. It is a representative
state of the art regulatory model. The model offers other facilities for data
input, including the use of two roughness lengths. This means the value of the
roughness at the anemometer position may be different from that where the
dispersion is to be calculated. This option is designed for the usual situation
where the data are from an airport but the air pollution must be calculated in
the city. We explore here the effects of this urbanising option, and a related
one that restricts the conditions from going too stable, representing some urban
effect on stability (discussed in some detail in Chapter 3).

Using the ADMS model pre-processor, MHs for 6th–27th July 2003 have been
calculated (as part of an urban lidar study, see Section 4.2.2) for the following
cases, plotted as three time series in Fig. 7.31:

1. Uniform rural conditions (z0 = 0.1 m assumed everywhere): green.

2. Uniform urban conditions (z0 = 1.0 m assumed everywhere): pink.

3. Transition from rural conditions (z0 = 0.1 m at anemometer site) to
urban conditions (z0 = 1.0 m over the urban site) for dispersion met
pre-processor calculations: blue.

Figure 7.31 shows that for all the days tested, a uniformly rural roughness gave
the lowest values of MH, whilst the uniformly urban roughness gave the largest
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Figure 7.31: ADMS mixing heights using London Heathrow observations, 6–27 July

2003. Cases (1): rural roughness z0 = 0.1 m (green); (2): urban roughness

z0 = 1.0 m (pink); (3): rural roughness z0 = 0.1 m at airport with urban

roughness at city z0 = 1.0 m (blue).

values of MH. On the windier days the values of the ‘urban’ MH exceeded
2500 m, and this was judged somewhat unlikely. Therefore the transition case
is of great interest; it was intended to be more physically representative, and
does indeed yield values of MH which are increased only moderately over the
uniformly rural case. This is judged to be more realistic, but field data are
needed to validate these results.

Counter-intuitively perhaps, the errors in MH for dispersion calculations might
be larger when an urban roughness is assumed everywhere rather than if a rural
roughness were used everywhere including within the city. This is because at the
anemometer site, too great a roughness would mean the model mis-interprets
the effective strength of the wind. In short, if Case 3 seems physically most
appropriate for urban dispersion, Case 1 might be the next best option, and
Case 2 the least appropriate. Overall these few results shown here indicate
that in estimating an urban mixing height, the manner in which the roughness
length parameter z0 is used to represent site conditions merits careful attention
and field validation. The dual roughness option seems to have most merit here.

The model also has a stability limit, and Case 3 above was then re-calculated
with a limit imposed on the MO-length L, where in stable conditions
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Figure 7.32: ADMS mixing heights using London Heathrow observations, 6–27 July

2003, using Case 3: rural roughness z0 = 0.1 m at airport with urban roughness

at city z0 = 1.0 m (blue); and Case 4, same as Case 3 but with stability limit

L ≥ 100 m (red). A change appears at stable night-time; elsewhere the data

coincide.

Figure 7.33: Comparisons of ADMS mixing heights using London Heathrow observa-

tions, 6–27 July 2003. Green: Case 1 versus Case 3 (‘rural’ versus ‘rural to

urban’ transition); Pink: Case 2 versus Case 3 (‘urban’ versus ‘rural to urban’

transition).
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L ≥ 100 m, to simulate the fact that urban atmospheres tend to be less stable
than rural ones, as plotted in Figure 7.32:

4. Transition from rural conditions (z0 = 0.1 m) to urban conditions (z0 =
1.0 m) with stability limit imposed (red), and with no limit (Case 3 blue).

In Figure 7.32, for much of the time, the mixing heights were equal, both with
and without the limit on stability. This limit prevents diagnosis of the most
stable situations, so only operates in such conditions. During some nights here,
the effect of less stable nights was to make the calculated MH slightly larger
(red line with limit appears overnight above blue line without limit). Similar
minor changes observed in Cases 1 & 2 when the limit was applied are not
plotted here.

Finally, the results from Cases 1–3 were compared directly using the scatter
plot Figure 7.33. Here the transition Case 3 is plotted horizontally and serves
as our reference data for comparison purposes. The uniform Cases 1 and 2 were
plotted vertically. All the data points for 01–31 July 2003 are drawn in Figure
7.33 and the best fit lines through the origin show the all ‘rural’ results (green)
are ∼10% smaller, whilst the all ‘urban’ results (pink) were ∼ 56% greater,
than the rural-urban transition Case. This is the kind of shift in magnitude
that merits field investigation.

In conclusion, the greatest sensitivity seen here was that an increased z0 at
the anemometer site is to make the urban mixing height much larger, and care
should be taken to ensure that a proper roughness is used for the site where
meteorological data are observed. A modest increase in the shallow overnight
MH was produced when L was constrained to prevent it being diagnosed as
very stable. These sensitivities merit further field investigation.

7.5. The mixing height derived from other remote sensing devices

7.5.1. Comparison between ceilometer and radiosonde data

First results of the radiosonde–ceilometer comparison from Helsinki (Section
5.6) show that under clear sky conditions the MHs determined from ceilometer
based aerosol profiles, utilising a slightly modified method of Steyn et al. (1999)
and CBL-height estimates based on radiosounding data (with the Holzworth
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method) are in quite good agreement. The analysis included ca. 60 convective
cases obtained during 2002. The rejected cases in Figs. 7.34 corresponded to
very low aerosol concentrations in the mixed layer that led to a very weak aerosol
backscatter signal in the lowest layer. Similar analysis for stable conditions has
been conducted. The number of cases during 2002, where the ceilometer is able
to determine the stable mixing height is quite limited due to frequent cloudy
conditions.

Figure 7.34: Comparison of MHs estimated from radiosoundings and ceilometer aerosol

profiles in Helsinki, 2002. a) ceilometer based mixing height Zm defined as the

height of the midpoint of the entrainment layer, b) ceilometer based mixing

height Zm2 defined as the height of the top of the entrainment zone (s is the

depth of the entrainment zone).

Thus, the ceilometer can be a useful instrument for determining the MH but,
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again, it cannot be used automically without a careful assessment of the prevail-
ing conditions (clouds, surface backscattering, initial guess), which otherwise
could lead to spurious values.

7.5.2. Comparison between UHF profiler and RASS data

Observations of the ABL vertical structure over the ESCOMPTE regional area
(see Section 5.2) included data from 7 sodars, 7 radars and 5 lidars, among
which 3, 1 and 2 (sometimes 3), respectively, were within the Marseille urban
area. The data analyses combine these observations, with those from the air-
planes, keeping coherence with the SEB measurements within and outside of
the city. Since the first efforts concentrate on the comparison of observations
with the various types of sensor (Fig. 7.35) and on validating methods to com-
bine them in order to obtain 3-D fields and evaluate spatial divergences, the first
analyses are still very preliminary. Observations show the sometimes contradic-
tory influences of several different factors: synoptic flow regime (especially the
northerly Mistral wind), sea breeze systems at both local and regional scales,
topography, and the urban canopy/surfaces. In such a geographical situation,
the urban influence was never observed in isolation.

The direct comparison of the sea breeze systems over the urban and non-urban
areas shows that: (1) the local city breeze is easily smeared out by a larger scale
breeze system that develops at the daytime scale and, (2) that the influence
of the city on the MH is complex, with sometimes some periodic UBL growth
– destruction cycles within the day, with a period of about 1.5 hours; this is
probably linked to both the large urban sensible heat flux and also to the large
share of the energy balance that is diverted to the canopy heat storage during
the first half of the day.

Elevated stratified layers were also observed to persist during some nights over
the urban area. Also, observation of relatively homogeneous ozone concen-
trations in the lowest layer at night may indicate a weakly stable low level
stratification or even an unstable layer due to the weak but positive nocturnal
sensible heat flux in the city.
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(a) (d)

(b) (e)

(c) (f)

Figure 7.35: Time-height sections of UHF profiler at the Observatoire (left) and sodar-

RASS at Vallon Dol (right): (a, d) Horizontal wind velocity (b), C2
n reflectivity,

(e) virtual temperature, (c) dissipation rate of turbulent kinetic energy ε, and

(f) sodar Doppler spectral width. The superimposed line is the top of the ABL

as deduced from the maximum UHF reflectivity.



184 Final report COST715 WG2

7.6. The mixing height deduced from tracer gas concentrations

7.6.1. Radon concentrations and meteorological elements

Tracer gas concentrations in the atmosphere have been used to estimate quan-
tities such as turbulent diffusivity and the mixing height (Section 4.2.4). The
influence of meteorological conditions on the variability of radon concentration
in the soil gas was investigated in Katowice by Osrodska et al. (2002). They
found that radon concentrations in the lower atmosphere could be empirically
related to meteorological factors such as: air temperature, wind speed and total
rainfall, integrated into a specific index IM . In some cases, however, estimated
222Rn radon concentrations were systematically higher than observed radon
values due to the influence of other meteorological factors not included in the
index IM , e.g., in situations influencing the physical properties of the ground
such as snow cover or a frozen soil. Therefore, the above mentioned regression
relationship cannot be applied during winter periods (Osrodka et al., 2003).

7.6.2 Polonium and the mixing layer.

In another study, the dependence of polonium 218Po activity on the vertical
thermal stratification shows up in the increased accumulation during nocturnal
inversion and decreases when the atmosphere becomes unstable. During the
period 2001-2002, several measurements of alpha radiation emitted in the ra-
dioactive transformation of 222Rn into 218Po in air were performed during the
warm season (May-August) in Cracow and Katowice. Some of these polonium
concentration measurements were performed during field campaigns realised in
the framework of COST-715. Days with well determined daily profiles of the
mixing layer (hot season and sunny weather) were identified by the index IM
(see previous Section).

The analysis of polonium concentrations and MHs yielded a clear anti-correlation
(r between 0.69–0.83 for Katowice and 0.42–0.73 for Cracow at the confidence
level p = 0.05) but depending on meteorological conditions and associated radon
concentration in the soil gas (Fig. 7.36).
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Figure 7.36: Relationship between polonium 218Po concentrations and the mixing

height in Cracow (21–22.08.2002).

Figure 7.37: Comparison between the mixing layer height (heqmix
) calculated using

Eq. (4.6) and observed by a monostatic sodar (Katowice) and a Doppler sodar

(Cracow).

Applying the empirical power law (Equation 4.6) to these measurements yielded
a statistically significant relationship (at p = 0.05) between polonium concen-
tration (CPo) in air and an “equivalent mixing layer height” (heqmix) with the
following empirical coefficient B = 206.6 for Katowice and 565.0 for Cracow.
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This coefficient depends on specific local features of the radon release and me-
teorology. The results from Katowice and Cracow (Fig. 7.37) show a weak
dependence with considerable scatter. Nevertheless, this method needs to be
improved and verified against measurements in other cities. Radon emissions
depend on many factors, e.g., strongly depending on precipitation and soil
moisture. Therefore, it is unlikely that any simple dependence between Po
concentration and the MH can be universal and useful. The large difference
between values of B for Katowice (206.6) and Cracow (565.0) illustrates the
uncertainties embedded in the method.
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8. Satellite remote sensing to estimate surface fluxes and canopy

characteristics

8.1. Challenges and possibilities

As discussed elsewhere in this report, the correct specification of the urban
surface energy balance is of paramount importance in the context of urban at-
mospheric dispersion studies. Whereas most approaches to estimate the com-
ponents of the surface energy balance are based on modelling, satellite-based
measurements present a potentially interesting source, either for directly esti-
mating heat fluxes, or for estimating land surface characteristics that can serve
as input or validation variable in models.

Remote sensing of urban surfaces has gained considerable attention in recent
years, as shown e.g. by some Special Issues in leading remote-sensing journals
entirely devoted to this topic (Carlson, 2003; Gamba et al., 2003). However,
while quite some efforts have been concentrated on the improved characterisa-
tion of cities in the context of spatial planning and urban growth monitoring,
very little research has been conducted on estimating urban heat fluxes from
space. This is not surprising, as urban surfaces present particular difficulties
when it comes to extracting useful and accurate information from the satellite
signal.

In the remainder of this Chapter, an overview is given of methods for the
determination of the urban surface energy balance from space. Section 8.2
gives an overview of satellite platforms and instruments with any potential in
sensing the surface energy balance of cities. In Section 8.3, a brief description is
given of direct methods to infer surface heat fluxes from remotely sensed surface
temperature, emphasising difficulties related to the urban environment. Section
8.4 deals with satellite-based methods to retrieve land surface parameters for
use in models. Finally, Section 8.5 describes a new instrument that claims to
provide estimates of the MH, after which this Chapter is closed with an outlook
on future developments.

8.2. Satellite remote sensing platforms and instruments

Earth observation instruments onboard satellite platforms come in different
categories. Main characteristics are the instrument’s spatial resolution, its tem-
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poral sampling scheme, and the wave-bands in which the measurements are
performed. Table 8.1 lists a few platforms and instruments that are relevant in
the context of measuring the urban energy balance from space. All instruments
in the list are carried on polar orbiting satellites, i.e., they circle the globe in a
plane that is almost (but not entirely) perpendicular to the Earth’s equatorial
plane, most of them at an altitude of 700 to 800 km. The only exception is
the Meteosat Second Generation (MSG) geostationary platform, located at an
altitude of approximately 36000 km over a fixed spot in the frame of the rotating
Earth. A detailed account of satellite orbits and instruments can be found in
Kidder and Vonder Haar (1995).

Table 8.1: Overview of current satellite instruments. The “wavebands” column
uses the following abbreviations: VIS=visible, PAN=Panchromatic, RED=red,

NIR=near-infrared, TIR=thermal infrared.

Platform-instrument Spatial resolution Temporal resolution Wave bands

NOAA-AVHRR 1 km 1 day RED/NIR, TIR

Meteosat MSG-SEVIRI 1–3 km 15 min RED/NIR, TIR

SPOT – VEGETATION 1.15–1.7 km 1 day RED/NIR

SPOT 4 – HRVIR 20 m 26 days RED/NIR

10 m PAN

SPOT 5 – HRG 10 m 26 days RED/NIR

2.5–5 m PAN

HRS 10 m VIS stereo

EOS-MODIS 250 m–1 km 1–3 days RED/NIR, TIR

ENVISAT-MERIS 300 m 1–3 days RED/NIR

DMSP-OLS 1 km 1 day VIS

Landsat-ETM+ 30-60 m 16 days RED/NIR, TIR

IKONOS 4 m (2 m) programmed RED/NIR

(IKONOS-3) 1 m (0.5 m) PAN

PLEIADES – HR (2006-09) 70–80 cm 26 days (5 days progr.) PAN, RED/NIR

Quickbird 2.5 m programmed RED/NIR

61 cm PAN

The wavebands in the rightmost column of Table 8.1 are only those that are
considered useful in the context of urban surface energy balance measurements.
Some of the instruments have more wave bands than those mentioned, e.g.,MSG
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possesses twelve channels in the visible, mid- and thermal infrared portions
of the spectrum. For some of the sensors mentioned in Table 8.1, the spatial
resolution is the one that applies to multi-spectral imagery. Certain instruments
(Landsat, Spot, Ikonos, Quickbird) achieve spatial resolutions that are higher
by about a factor of four in panchromatic mode, which is a broadband channel
that covers most of the visible radiation. This higher resolution comes at the
cost of the loss of spectral information.

Due to the relatively small scale of cities, one would be inclined to systematically
use high-resolution imagery. However, as can be seen in table 8.1, this implies a
low return frequency. As an example, imagery of the Landsat-7 instrument has
a spatial resolution ranging between 15 m (panchromatic) and 60 m (thermal),
but returns to the same spot on Earth only every 16 days. Accounting for
cloudiness, mid-latitude areas can count on a few cloud-free images per year at
best.

Whereas instrument accuracy of satellite sensors is generally more than ade-
quate for Earth observation applications, most of the error on the geophysically
relevant signal results from interference with the atmosphere, such as absorp-
tion by water vapour and scattering by aerosols. Taking that into account,
typical errors on satellite-based surface temperature are of the order of a few
degrees K, and the relative error on surface reflectance is roughly estimated to
be of the order of 20 %.

A useful quantity in the general context of the land surface energy balance is
the Normalised Difference Vegetation Index (NDVI), defined as

NDV I =
RNIR − RRED

RNIR + RRED
. (8.1)

RNIR and RRED denote the surface reflectance in the near infrared and red
portions of the electromagnetic spectrum, respectively. The NDV I exploits
the fact that green vegetation exhibits a much larger reflectivity in the NIR as
compared to the RED band, yielding high values, whereas bare soil or urban
surfaces exhibit much lower values. Although the reflectances themselves ex-
hibit variability with viewing angle, the NDV I is much less sensitive to such
effects because it is a ratio. Though the NDV I is a good indicator of the
vegetation presence and activity, which may be used for mapping the land uses
but also for determining such parameters as the average roughness length, as
an expression such as Gupta et al.’s (2002) correlation:

z0 = exp(−5.5 + 5.8NDV I) (8.2)
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yields very low roughness lengths (order cm), which is clearly not representative
of cities. This formula may be representative for natural surfaces, but not at
all for cities. It must be noted that for determining vegetation occupancy, a
large number of other vegetation indices have been proposed, such as the Soil-
Adjusted Vegetation Index (SAVI) designed to minimize the effect of the soil
background.

8.3. Remote sensing of the surface sensible heat flux

An extensive body of literature on the subject of inferring components of the
surface energy balance from space exists (Sellers et al., 1990; Choudhury, 1991;
Eymard and Taconet, 1995; Greenland, 1994; Diak et al., 2004). However, most
research in this field deals exclusively with rural or natural surfaces, the focus
being on methods to infer evapo-transpiration for purposes of agricultural or
ecosystems management.

It is only in recent years that thermal remote sensing has been employed in the
context of the urban surface energy balance. Zhang et al. (1998) used Land-
sat Thematic Mapper (TM) data in conjunction with routine meteorological
data and a bulk transfer approach to infer patterns of sensible and latent heat
fluxes over the city of Osaka. A bulk transfer equation was also employed by
Voogt and Grimmond (2000), using remotely sensed surface temperature from
airborne and ground-based observing platforms, and obtaining valuable infor-
mation on the ratio z0t/z0 (see Section 3.4) in the process. Yang (2000) used
a 1-D model of the atmospheric boundary layer together with remotely sensed
surface temperature from the AVHRR instrument onboard the NOAA-11 plat-
form to infer the energy balance components, employing the method developed
by Carlson et al. (1981). Hafner and Kidder (1999) used a similar approach
on the city of Atlanta, though using a full 3-D mesoscale meteorological model
instead, in order to account for horizontal heterogeneity of the atmosphere.
More details regarding the use of remote sensing for obtaining information on
the urban surface energy balance is provided in a recent review paper by Voogt
and Oke (2003).

The most relevant component of the urban surface energy balance is the sensible
heat flux. The most straightforward method to obtain the sensible heat flux QH

at the surface-atmosphere interface consists of the implementation of MOST-
based bulk formula (3.7) defined in Section 3.2.5:
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(QH/ρcp) = (T0 − Ta)/(ra + rb) (3.7)

where the aerodynamic and laminar “resistances” are defined by Eq. (3.8).
In principle, the sensible heat flux can be calculated with Eq. (3.7), using
remotely sensed surface temperature together with ground-based measurements
of temperature and wind speed, and supplying values for both roughness lengths
used in Eq. (3.8). Unfortunately, applying the approach described above is
problematic, especially for cities. Indeed, Eq. (3.7) is potentially prone to large
errors, stemming mainly from errors on the input parameters required in this
equation.

To start, satellite-retrieved surface temperatures carry errors due to atmo-
spheric absorption and surface emissivity. Even after applying corrections for
these effects, the remaining error is of the order of a few degrees (Vázquez
et al., 1997). A related difficulty is that T0 is a rather ambiguous quantity.
In Eq. (3.7), it represents the aerodynamic temperature, i.e., in principle the
temperature of the first air molecules immediately above the surface, or more
pragmatically the temperature value that yields the correct heat flux when us-
ing (3.7). However, the radiative temperature as observed from space may be
quite different, and also depends on satellite view angle or solar position, which
is clearly undesirable as these are not properties of the surface but rather of
the ”experimental set-up”. Owing to their strong heterogeneity, cities suffer
more from this problem than most natural surfaces: in particular the “surface”
is not unambiguously defined. Roth et al. (1989) stress the difference between
the “active” urban surface, which includes horizontal and vertical solid surfaces
exchanging heat with the atmosphere, and the “satellite-sensed” surface that
tends to over-emphasize the role of roofs and tree tops, while in meso-scale
atmospheric models the “surface” may be a roughly horizontal immaterial sur-
face above the canopy. In addition, in the urban canopy the coupling between
surface temperature (controlled by the surface energy balance) and air temper-
ature, say at mean roof level or above the roughness sub-layer, (dependent upon
the flux divergence in and above the air canopy volume) is far from simple, as
seen above, due to the surface folded shape and to micro-scale advection.

Another problem is related to incomplete knowledge of the appropriate surface
layer values of Ua and Ta, both required in Eq. (3.7). Often, one has to rely on
measurements of these quantities from routine meteorological observations from
a nearby station. However, owing to the large spatial heterogeneity typical of
the urban environment, an error of several degrees is to be expected on Ta, and a
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relative error of up to several tens of percent on Ua. Especially this last error will
induce an error of a similar magnitude on the heat flux. An additional problem
is caused by the fact that wind and temperature measurements required for
Eq. (3.7) are often carried out within the roughness sub-layer or in sheltered
locations, thus invalidating similarity theory altogether.

Figure 8.1: City lights of Belgium observed with the OLS instrument onboard the

DMSP platform.

Finally, the most serious problem resides in the insufficient knowledge of the
laminar resistance rb. Indeed, very limited information is available on the ratio
z0/z0t which, for cities, is expected to be significantly larger than for homoge-
nous vegetated surfaces. Studies are starting to emerge in which estimates for
this ratio are provided and that yield encouraging results (see Sections 3.2.5
and 3.4 and Voogt and Grimmond, 2000), but more research is required.

Alternative Ts-based retrieval techniques exist, some of them combined with
the NDVI, and others making use of temporal changes of surface temperature,
which is available from geostationary satellites. Even though the latter’s hor-
izontal resolution is too coarse to be of use in urban applications, there exist
spatial disaggregation techniques that combine information from geostationary
platforms with high- or medium-resolution imagery such as from, e.g., Landsat
or MODIS instruments. A recent review of these and other methods is provided
by Diak et al. (2004).

Finally, we should mention an instrument with some potential in retrieving
the anthropogenic heat flux, i.e., the Operational Line Scan (OLS) instrument
onboard platforms of the Defense Meteorological Satellite Program (DMSP).
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Employing a very sensitive sensor, it is capable of observing night-time city
lights (Fig. 8.1), and there are reports of relations between OLS-based mea-
surements and energy consumption (Elvidge et al., 1997).

8.4. Remote sensing of surface parameters

As shown in the previous Sections, the direct retrieval of the sensible heat
flux over urban surfaces is problematic for a variety of reasons. An alternative
way of obtaining the components of the urban surface energy balance consists of
modelling. Here, satellite remote sensing can contribute significantly, as it offers
the possibility of retrieving land surface parameters that have a crucial impact
on the energy balance. In the remainder of this Section it will be described
how remote sensing from space can contribute to modelling the energy balance
in a mesoscale meteorological model operating at urban to regional scales. A
review on retrieving land surface parameters from space is provided by Hall et
al. (1995), though the focus there is on rural and natural surfaces.

Note that certain surface parameters can be obtained from land-use maps. A
good example is the CORINE map, covering Europe and containing 44 land-use
categories that can be associated with certain surface parameters, essentially
those that do not change much over time (albedo, emissivity, roughness length).
(Note that the CORINE map itself has been established largely based on high-
resolution satellite imagery.)

Among the parameters that change over time, green vegetation abundance (or
green vegetation cover fraction) is important. This quantity can be estimated
from a vegetation index such as the NDVI (defined above). Green vegetation
cover relates well to the NDVI, and most often a simple linear relationship
is assumed (Wittich and Hansing, 1995; Gutman and Ignatov, 1998). Fig-
ure 8.2 shows an application of the use of NDVI imagery (from the SPOT-
VEGETATION instrument, see Table 8.1) to retrieve green vegetation frac-
tional cover, subsequently employed as input to a land surface scheme embed-
ded in a mesoscale meteorological model performing simulations for the Paris
area. In order to demonstrate the usefulness of remote sensing imagery in an
atmospheric model, a brief description is given of a one day simulation over
Paris. In this simulation, satellite data were used not only for the specifica-
tion of surface characteristics, but also for a model validation exercise in which
simulated and remotely sensed surface temperatures were compared.
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A simulation at one kilometre resolution was performed for the larger area of
Paris on a 100 × 100 km2 domain (Fig. 8.2) with the meteorological model
ARPS including the new urbanised land surface module described in Section
3.2.5. The day chosen was 15 May 1998, because of the clear skies occurring
over the study area that day, thus allowing the retrieval of surface tempera-
ture from space, which is part of the validation exercise as explained below.
The synoptic weather conditions were accounted for by nesting the simulation
domain in output from the European Centre for Medium-Range Weather Fore-
casting (ECMWF) operational model, using intermediate domains with spatial
resolutions of 20 and 5 km, respectively, to bridge the gap with the ECMWF
data available on a 0.5◦ grid. Terrain data were obtained from various sources
and interpolated to the model grid. Orography was taken from the EDC Dig-
ital Elevation Model (http://edcdaac.usgs.gov/gtopo30/gtopo30.html) at
30 arc-second resolution, and land use type was derived from CORINE digi-
tal raster maps at 250 m (Heymann et al., 1994). Vegetation cover fraction
was derived from 1-km imagery generated by the VEGETATION instrument
(http://www.vgt.vito.be) onboard the SPOT satellite platform, making use
of the Normalised Difference Vegetation Index (NDVI) as described above.

The simulated surface temperature was compared to thermal imagery from
the Advanced Very High Resolution Radiometer (AVHRR) imagery onboard
the NOAA-14 platform, obtained from the Deutschen Zentrum für Luft- und
Raumfahrt (DLR; data available through: http://isis.dlr.de). The result is
shown in Fig. 8.3, using the DLR’s Land Surface Temperature (LST) product,
which is corrected for atmospheric and surface emissivity effects. Even though
there are differences between simulation and observation, the overall extent and
magnitude of the urban-induced temperature anomaly is well reproduced. More
importantly, the urban-rural temperature difference is rather well captured by
the model.
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Figure 8.2: Paris simulation domain. The left panel shows green vegetation cover,

and the right panel land use type. The numbers in the land use type legend

respectively correspond to water (1), continuous urban (2), discontinuous urban

(3), industrial (4), pasture (5), crops (6), forest (7), snow (8), and shrubs (9).

Figure 8.3: Simulated (left panel) and remotely sensed (right panel) land surface tem-

peratures for the Paris area at 14:00 GMT on 15 May 1998. The colour code

ranges from 298 K (dark blue) to 318 K (dark red). The white frame in the left

panel indicates the location for which the energy balance model is evaluated (see

Section 6.2.4). The white grid cells in the satellite image correspond to missing

values. Note that the satellite image has to be rotated slightly anti-clockwise to

match the simulation domain.
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8.5. Remote sensing of the mixing height

The Geoscience Laser Altimeter System (GLAS) instrument on the Ice, Cloud,
and land Elevation Satellite (ICESat, launched on 12 January 2003)
provides estimates of the so-called planetary boundary layer (PBL) height
along global measurements of polar ice sheet elevation and roughness, cloud
and atmospheric properties, land topography, vegetation canopy heights,
ocean surface topography, and surface reflectivity (Zwally et al., 2003;
http://nsidc.org/data/gla08.html). GLAS has a 1064 nm laser channel
for surface altimetry and dense cloud heights, and a 532 nm lidar channel for
the vertical distribution of clouds and aerosols (top and bottom heights of ele-
vated aerosols from −1.5 km to 20.5 km at 4 sec sampling rate, and from 20.5
km to 41 km at 20 sec sampling rate). The PBL height is determined at a 4 sec
sampling rate from the 532 nm channel only. The PBL height is the lowest layer
that can be resolved with the ground as its bottom. Thus, one can assume the
equivalence between the estimated PBL height and the mixing height discussed
in this report. In the GLAS procedure, the MH thickness (top minus ground
height) cannot exceed 6 km. If the layer top is greater than 6 km above the
local ground height, it is not identified as the MH top. The MH top is first
searched by using a 4 sec average profile. If the top is found at that resolution,
then the MH top is located from each of the 20 (5 Hz) shots that make up that
4 sec period.

Each MH top retrieval is given a confidence rating similar to the elevated aerosol
layer flag. The values run from ”1” (lowest) to ”13” (highest) confidence of a
good MH height retrieval. The MH quality flag is computed from the ratio
of the average signal (attenuated, calibrated backscatter) within the MH to
the average signal 500 m above the MH. Normally, the backscatter increases
significantly at the top of the MH and remains higher within the MH unless
it is attenuated by a cloud, extremely dense dust, or smoke; thus, the quality
flag is proportional to the magnitude of the gradient of scattering at the MH
top. The larger this gradient, the easier it is to find the MH top and hence the
higher confidence in its detection.

However, these measurements still require a dedicated and specific validation
against various ground-based estimates of the MH.
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8.6 Future developments and requirements to use the full potential
of satellite imagery

As outlined above, the direct approach based on the bulk transfer equations
using remotely sensed surface temperature in conjunction with routine me-
teorological data is prone to large errors, and may not be the ideal way of
inferring surface fluxes over cities except under very controlled circumstances,
e.g., identifying the source area for sensible heat flux as was done by Voogt and
Grimmond (2000). Another problem associated with the bulk-transfer method
is that it is only applicable under clear-sky conditions, hence seriously limiting
the temporal continuity of any such scheme, at best delivering sporadic results.

A more promising approach for routine applications is based on the combination
of atmospheric modelling and remote sensing of relevant urban surface parame-
ters. These parameters include vegetation fraction cover, soil moisture, albedo,
temperature roughness, and the soil’s heat capacity and thermal conductivity –
the latter two possibly combined as the thermal admittance. Satellite measure-
ments of these parameters are also limited to cloud-free viewing conditions, but
as most of the parameters do not change rapidly over time that does not pose a
large problem. (An exception is perhaps soil moisture, but other – microwave
based – sensors are more appropriate to retrieve this quantity as clouds become
transparant at wavelengths in the microwave range.)

Some recently launched satellite instruments already have the potential of im-
proving estimates of certain of these parameters. The MODIS and MERIS
instruments, both with a spatial resolution (pixel size) of the order of a few
hundred metres, will yield NDVI maps with a higher resolution than what can
be obtained from the AVHRR and VEGETATION instruments, both with a
resolution of the order of a kilometre. The main result of the improved spatial
resolution is that cities are better defined, especially at their edges. Indeed,
owing to the positional inaccuracy of satellite pixels – of the order of one to
a few pixels – imagery composed of, say, 300-m pixels, will yield an ‘effective’
image resolution of the order of a kilometre.

Another recent instrument with a potential in urban surface climate appli-
cations is the SEVIRI instrument onboard the Meteosat Second Generation
(MSG) platform. Its main advantage is the high temporal sampling frequency
of one image every 15 minutes that allows constructing the diurnal surface tem-
perature cycle with great detail. Whereas Meteosat platforms have been in use
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for decades, the MSG platforms is the first to carry an instrument with a spatial
resolution in the thermal infrared of around 3 km, compared to 8 km for the
older instruments. Obviously, this increase of resolution is quite relevant for
most cities. Time series of MSG imagery could be used in schemes that follow
the philosophy of Carlson et al. (1981), with the advantage of disposing of
almost a hundred samples (images) per day, compared to a few samples when
using imagery from AVHRR imagery at different overfly times (see, e.g., Hafner
and Kidder, 1999). As a result of this dense sampling, the amplitude and phase
of the diurnal cycle are much better represented, which should yield better es-
timates of, e.g., thermal admittance. Another advantage of MSG imagery is
that one can use the diurnal amplitude of the surface temperature rather than
the latter’s absolute value. Errors related to surface emissivity or atmospheric
transmissivity then disappear or are very strongly reduced. However, it is not
possible to get rid of the angular dependence of the retrieved surface temper-
ature. This angular dependence, which is caused by the solar-versus-viewing
geometry, may give rise to an error of several degrees Celsius. Currently, stud-
ies are being carried out to correct for such angular effects (Lagouarde et al.,
2004).

One of the main difficulties one is confronted with when retrieving the surface
energy balance of a city from space is the lack of appropriate ground truth to
(in-)validate a given approach. Owing to cities’ strong spatial heterogeneity, it
is difficult or even impossible to compare ground-based measurements – which
are necessarily representative of relatively small areas – with satellite-based
measurements containing pixels covering areas of the order of about one to ten
square kilometres.
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9. Conclusions and recommendations

9.1. General remarks

The underpinning purpose of the COST-715 Action (“Meteorology Applied to
Urban Air Pollution Problems”) was to review, assess and contribute to the de-
velopment of methods for providing this meteorological information specifically
for urban pollution dispersion and transport models. The urban situation is a
major issue as pollution levels are generally highest in urban areas where the
vast majority of European citizens live (ca. 70%). The critical meteorological
challenges as to routine observations, modelling and pre-processing methods
should be tested against a new generation of dedicated measurements. Besides,
long-term monitoring data can be used to raise awareness of decision-makers
in order to define and assess protection measures (e.g., legislative, technical,
social). One of the main benefits of meso-scale models is that they enable
predictions of air pollution episodes to be made. Urban meso-scale models also
enable a better scientific interpretation of observational data due to their higher
resolution and their more comprehensive physics.

Another related incentive for COST-715 was the expressed or potential re-
quirements of pollution protection agencies in European countries to be able to
forecast and explain why high pollution levels have occurred on a specific day.
Although a pollution episode is expressed in terms of chemical concentrations
exceeding a specific threshold value, predicting and describing the meteorologi-
cal situation before, during and after the episode is crucial to the interpretation.
The full report of COST-715 (2004) addresses the various issues of science, ap-
plications and data of urban meteorology for air pollution applications.

This report from Working Group 2 of the COST Action 715 should be consid-
ered a working document on a newly stimulated field of research. The breadth of
issues is considerable. Hence it represents work in progress in various European
countries and contains some repetition. On the other hand, this report does not
aim at being exhaustive but at synthesising previous and ongoing works by the
authors and some cooperating colleagues. Besides, more information, results
and analyses are available in the proceedings of the 3 workshops convened by
Working Group 2 (see Section 1).

Nevertheless, this work contributed to the coordination and tasks sharing be-
tween the involved research groups as the COST framework is very suitable
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for European coordination and harmonization and as an exploratorium of ac-
tions for new and emerging problems. This Action brought together several
groups that had no previous cooperation and thus generated new synergies be-
tween various expertises. There was not much relevant high-quality data before
this Action so that its launching was timely as model resolution and physical
parameterisation were improving. Furthermore, COST-715 stimulated several
major field campaigns in European cities (Basel, Marseille, Bologna, Birm-
ingham, Cracow) and an EU-funded project for developing urban air quality
information and forecasting systems (FUMAPEX).

The following Sections summarise the scientific conclusions of this work (for the
surface energy balance based on an analysis in Piringer et al., 2002) including
the identification of gaps in our knowledge, make some recommendations as
to further work, data collection and field experiments, and try to assess the
limitations of current modelling tools in the scope of air quality applications
in urban areas. These conclusions are destined to both the scientific commu-
nity and other end-users of scientific knowledge and data dealing with urban
meteorology and air pollution (e.g., city managers and planners, environmental
authorities, engineering consultants).

9.2 Improvement of existing pre-processors, schemes and models for
the surface energy budget

Available observations of urban heat fluxes demonstrate significant perturba-
tion of surface energy balance partitioning compared to the rural surroundings.
Thus, this will imply specific parameterisation schemes and models to properly
estimate the surface energy budget under urban conditions.

9.2.1. Understanding of physical processes

The most distinguishing features of the urban surface energy budget are the
generally (but not always) higher Bowen ratio and the anthropogenic heat flux.
Regarding parameters that characterise urban surfaces, the uncertainties on the
surface temperature (that affects emissivity) and the high ratio z0/z0t stand out
as typical. The following aspects still deserve further work.

• Understanding the behaviour of vertical turbulent flux profiles in the
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roughness sub-layer, due to high roughness elements requires more study,
both in the field and with models.

• The influence of the breakdown of the MOST (Monin-Obukhov Similar-
ity Theory) assumptions due to horizontal and vertical flux divergences
generated by urban heterogeneity in roughness and thermodynamic prop-
erties requires further assessment study.

• The applicability of the concept of effective roughness length and other
surface parameters for aggregation of surface fluxes should be developed
further and tested for urban areas with adequate experimental data. The
use of satellite-based remote sensing for these latter should be further
investigated.

• It appears extremely important to assess separately the aerodynamic
roughness length, z0, and the scalar roughness lengths for temperature,
z0t, and for moisture, z0q, in city-scale models.

• There is a hysteresis in the diurnal cycles, with phase lags between the
SEB components due to heat being diverted from the budget and provi-
sionally stored in the building materials during daytime at the expenses
of the sensible heat, while the stored heat is released in the evening and
at night.

• The state of rural soil moisture, and therefore soil thermal admittance is
a very important determinant of city heat island effects; the state of the
surrounding countryside therefore must be considered in any such studies.

• Horizontal inhomogeneity of the canopy means that the diffusivities for
heat and water vapour differ, (i.e., KE 6= KH). This is because while all
surfaces are sources of sensible heat, not all urban surfaces are sources of
water vapour (Roth and Oke, 1995).

9.2.2. Implementing improved knowledge: modelling tools and regulatory
applications

For applications in connection with dispersion modelling, often no detailed sur-
face exchange parameterisation can (computationally) be afforded. As an alter-
native, a meteorological pre-processor that has been modified for urban surfaces
(LUMPS, Section 3.2.1) is available. Turbulent fluxes (and hence stability) ob-
tained from this scheme apply to heights sufficiently far from the urban fabric.
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A detailed validation, especially using data from European cities, would com-
plement already existing North American studies and is much encouraged.

• A number of European groups run meso-scale models with sub-models of
fluxes for urban areas. These models are not operational yet, but advances
are encouraging. Preliminary simulations indicate that the influence of
the urban canopy, building energy flows and thermal properties, along
with effective albedo reduction by radiative trapping between canyon walls
is important and needs to be explicitly modelled.

• Existing operational NWP models are undergoing strong increase in their
spatial resolution so that they start to be able to distinguish certain urban
features. However, their sub-surface, surface, and boundary layer formu-
lations are still similar for urban and rural areas. Thus, dedicated efforts
to bridge this gap should be undertaken with accompanying verification
against appropriate data.

• Nevertheless, NWP models are not primarily developed for air pollution
modelling. A revision of conventional methods to transform their outputs
to be suitable inputs for urban and mesoscale air quality models is re-
quired in the framework of Urban Air Quality Information and Forecast
Systems (UAQIFS). Such developments will also provide information to
city managers regarding other emergency or stressing issues (e.g., urban
runoff and flooding, icing and snow accumulation, high urban winds or
gusts, heat or cold stress, accidental toxic emissions, potential terrorist
actions).

9.3. Improvement of existing pre-processors, schemes and models for
the mixing height

Useful background information has been provided by the COST-710 Action
(COST-710, 1998; Seibert et al., 2000). However, WG2 of COST-715 aimed
at a more specific assessment of the MH for urban areas, especially taking
into consideration the particular surface turbulent transfers, horizontal non-
homogeneity and the vertical structure of the boundary layer over urban areas.
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9.3.1. Understanding of physical processes

The urban boundary layer (UBL), in comparison with ‘rural’ homogeneous
ABLs, is characterised by greatly enhanced mixing, resulting from both the
large surface roughness and increased surface heating, and by horizontal non-
homogeneity of the MH and other meteorological fields due to variations in
surface roughness and heating from rural to central city areas. So, it is reason-
able to consider the UBL as a specific case of the ABL over a non-homogeneous
terrain. This relates, first of all, to abrupt changes of the surface roughness and
the urban surface heat fluxes.

• Specific methods for MH determination in urban areas can be distin-
guished in two categories: (i) with a local correction of the heat fluxes
due to urban effects (more appropriate for large cities), and (ii) with esti-
mations of the internal boundary layer (IBL) height growth (more relevant
for small cities and transition zones).

• When modelling the MH, the mechanisms involved in the formation of the
daytime MH are better understood than the corresponding ones at night-
time. It is therefore strongly recommended that more emphasis should
be given to improving the methods for the night-time MH determination.

• Nevertheless, for SBL cases, it is reasonable to use MH methods, which
consider either vertical profiles or roughness and surface fluxes as input
parameters, since, in the latter case, they can be used for urban conditions
with corrections for the heat flux and surface roughness.

• Inter-comparisons of various diagnostic MH-formulations against estima-
ted MH data (mainly from sodar and radiosounding) led to rather unsat-
isfactory results, due to large scatter and bias and low correlation. How-
ever, it is very important to acknowledge that the MH-estimates cannot
be considered as the empirical “truth” as they have their own theoret-
ical and practical limitations, especially when profiles are not analysed
individually but through an automatic algorithm or threshold procedure
(critical Ri, first maximum echo level, etc.).

• On the basis of the data analysis performed during COST 715, it is diffi-
cult to recommend any formulae above another. Such goal can be achieved
only through detailed analysis of individual profiles using in parallel dif-
ferent profiling techniques. Nevertheless, general suggestions, concerning
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the applicability of ‘rural’ methods of the MH estimation for urban areas,
are the following.

◦ Routine radiosonde measurements and AMDAR data can be used for
estimation of the MH in urbanised areas provided such stations are
close to cities and the wind fetch is from the city. For more accurate
results, finer vertical resolution is required, especially during stable
conditions.

◦ Standard SBL methods are less successful for the nocturnal UBL
because they assume a negative surface heat flux. On the other
hand, standard CBL formulae are more applicable to the estimation
of the daytime MH (Seibert et al., 2000).

◦ Uncertainties in diagnosing the CBL MH from radiosounding profiles
for urban and non-urban conditions can be minimised by using a
combination of the Ri and Parcel methods.

◦ The nocturnal UBL forms when anthropogenic/urban heat fluxes are
zero or positive, in contrast to the negative ‘non-urban’ surface heat
fluxes (see e.g. Fig. 6.4), and hence, the applicability of standard
methods for the SBL estimation in urban areas is less promising.

◦ For estimation of the daytime MH, applying standard rural methods
is more acceptable than for the nocturnal MH, provided they allow
for the urban heat storage as well as changed surface characteristics.

◦ For the convective UBL the simple slab models (e.g. Gryning and
Batchvarova, 2001) were found to perform quite well.

◦ The determination of the SBL height needs further developments
and verifications versus urban data. As a variant of the methods for
stable MH estimation, the new Zilitinkevich et al. (2002) parameter-
isation can be suggested in combination with a prognostic equation
for the horizontal advection and diffusion terms (Zilitinkevich and
Baklanov, 2002).

• Significant new experience, information and data have been gained during
recent field experiments, such as BUBBLE (in Basel, Section 5.1), UBL-
ESCOMPTE (in Marseille, Section 5.2), in Birmingham (Section 5.3),
Bologna (Section 5.4), and Cracow (Section 5.5), all of them generated or
stimulated by the COST-715 activity.

• Though very simple and cheap, sodar data should be considered with great
care and without extrapolating beyond the physical range of acoustic
signals.
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• Sodars and sodar-RASS determine MH from thermal characteristics of the
ABL, lidars and ceilometers from the aerosol content profile. As long as
aerosols are a good tracer of the mixing-layer, ceilometers are probably the
simplest means to monitor MH (Emeis et al. 2004). Current ceilometers
may need software upgrades to improve the information retrieved from
the raw back-scattered signal.

• The effect of climatic differences on the urban MH has to be investigated
more thoroughly. There are significant differences between, e.g., Northern
and Southern European cities in this respect.

9.3.2. Schemes and regulatory models

• WG2 recommends that the MH is a useful concept in the context of
simpler regulatory dispersion models, although not a very accurate one.

• No direct evaluation of the MH is necessary regarding the dispersion of
traffic-originated pollution within the roughness sub-layer (e.g., within a
street canyon). On the other hand, at the urban and meso-scales, the MH
is an important parameter for practically all air pollution applications.

• Concerning numerical weather prediction (NWP) models, it is not so clear
whether the MH is sufficiently accurate to be useful at the present stage
of development of knowledge.

• Meso-meteorological and NWP models with modern high-order non-local
turbulence closures give promising results (especially for the CBL), how-
ever currently the urban effects in such models are not included or in-
cluded with great simplifications (Baklanov et al., 2002).

• Therefore, it is very important to test different MH schemes not specif-
ically designed for the urban environment against urban MH or IBL
schemes for different data sets (for nocturnal conditions first of all) from
different urban sites to gain insight in the possible improvements. It would
also be of use to know which of the parameterisations are most sensitive
to changes of which environmental variables.

Nevertheless, more specific definitions of the MH for urban areas and adapted
for various empirical devices are needed. Though useful background information
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was provided by the COST-710 Action, horizontal heterogeneity and the vertical
structure of the ABL over urban areas have also to be taken into consideration
to interpret data and derive MH-schemes.

9.4. Improving data availability and quality for research and appli-
cations

9.4.1. Data gaps

Classification of urban zones are so far not harmonised and may present bi-
ases depending on the geographical location of cities used for current schemes.
Efforts should be dedicated to develop more universal, or at least regionally
representative, classifications based on morphometry, land use and climatology
using digital land use datasets based on maps or aerial photos.

Values of urban surface parameters (e.g., albedo, thermal admittance, and
roughness) for each specific class defined above should be derived in order to
be implemented in new generation models for a better representation of urban
features in land surface models, as well as an adequate representation of water
flow after rainfall. Nevertheless, it appears that the most fundamental change
lies in the parameterisation of the temperature roughness.

A subsequent issue is about the adequate averaging/aggregation techniques for
each parameter in order to represent the patchwork of various types of surfaces
with their intrinsic characteristics at each model cell.

The present challenge is to provide new generation meteorological models with
input values averaged at the hectometric scale (100-250 m). This implies creat-
ing algorithms to: (i) efficiently average the values of individual elements/facets
in real situations/geometries (e.g., provide an effective albedo from the set of
brick walls, glass windows, tile roofs, etc., individual albedo and canopy geom-
etry in the computer cell), and/or (ii) to disaggregate kilometric scale values,
obtained from global surveys, using high resolution land use classifications.
Averaging/aggregation algorithms will combine results from micro-scale micro-
climatic simulations and very high resolution satellite observations.

One of the key aims of European environmental policy is to improve air quality
in European cities and urban areas. The framework Directive on air quality
assessment and management was adopted by the Council of Ministers of the
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European Union in September 1996. It has led to daughter Directives on several
air pollutants (NOx, O3, CO, PM, etc.) for which assessments of air quality in
certain areas (mainly large urban areas with high populations) will be required.
Remedial plans may need to be drawn up in areas of poor air quality. To
undertake these tasks, reliable air pollution models are necessary to supplement,
and sometimes replace, measurements and also to investigate future emission
scenarios. These models will need accurate meteorological and chemical input
variables consistently applied within EU Member States.

Characterising and predicting air quality in urban areas is a tremendous task
that cannot be accomplished solely by monitoring chemical and meteorological
descriptors at a few sites. The complexity of the urban environment sets special
requirements for siting observation equipment in order to provide representative
values of a given urban zone that are not much affected by close disturbing build-
ings or pollution source. Both the interpretation of atmospheric conditions and
pollution level between measuring sites and forecasting ahead meteorological
and air quality conditions require models. Models able to accurately represent
meteorological and pollution conditions in the layers close to the surface re-
quire data inputs and/or parameterisation (i.e., pre-processors) on urban wind,
turbulence profiles, surface heat flux and mixing height. New advanced models
start to have the necessary resolution to be able to grasp small-scale features
typical of urban areas, i.e. the so-called γ-mesoscale models (1–10 km, 0.5–3
hours). On the other hand, this induces new requirements for observational
arrangements in terms of parameters, resolution and frequency.

9.4.2. Monitoring strategy for required parameters

As explained in the previous Section, meteorological and chemical monitoring
in an urban environment requires special care, procedures and strategy.

— Siting criteria for urban stations are urgently needed. Sites should be
characterised with the help of aerial photos, local surveys, maps, building
dimensions, GIS (Geographical Information System), and urban databases.

— Measurement of surface fluxes at meteorological stations is desirable, but
so far such measurements have only been realised in research programs
of limited duration. Urban meteorological masts should extend above the
roughness sub-layer into the inertial sub-layer and above. The heights
of these layers vary with conditions and fetch (2 to 5 times the building
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height). For central urban areas with relatively tall buildings, the above
requirements may be unrealistic for practical purposes. Therefore, the
urban roughness sub-layer should be investigated in more detail, specifi-
cally with regard to defining appropriate and practical guidelines for the
siting of meteorological instruments in urban areas.

— Satellites can in principle be used to measure the urban surface energy
balance, but there are significant issues concerning the ability to estimate
the appropriate interface temperature.

— The use of thermal remote sensing to infer the surface heat flux is prone to
potentially large errors, which become even more pronounced in the case
of urban environments. This is due to uncertainties regarding Ts itself, as
well as ancillary parameters (especially the large ratio z0/z0t). Techniques
based on temporal changes of surface temperature could alleviate some
of those problems. Notwithstanding these difficulties, it would be more
than worthwhile testing some thermally-based algorithms with respect to
their applicability on cities.

— Another approach that deserves further attention is the use of land surface
models with remotely sensed input parameters, such as vegetation fraction
cover. Comparison of results obtained with thermally-based and SVAT-
based methodologies could also lead to a better understanding of the
urban energy balance.

— A careful choice of the scaling velocity is required when simulating urban
field studies in a wind tunnel.

— The full range of sensible heat flux and stability, so important for air pol-
lution models, needs measurements in more cities to see whether models
have a proper climatology of these parameters for urban situations.

— More climatological evidence on the urban MH, its daily and yearly course
as well as differences according to typical climatic/geographic conditions,
is needed.

— Ground-based remote sensing devices have good potential to determine
the MH, but there is no unique remote sensing tool at present, which can
determine operationally MH in all meteorological conditions. The instru-
mental requirements in order to estimate the MH may be different for
day- and night-time. During daytime, a larger vertical range in combina-
tion with a coarser vertical resolution is required compared to night-time.
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A combination of sodar-RASS and ceilometer, located at a representative
site in the city, might be promising to capture MH in the majority of
cases.

— Local air quality management relies heavily on the dispersion regime
over several years being modelled in a statistically representative man-
ner. National Meteorological Services should assist by upgrading synoptic
data developed in the 50’s to include at least heat flux and/or stability
(e.g., through air temperature difference measurements between 2 differ-
ent heights or direct assessment of the Monin-Obukhov length).

National Meteorological Services should also continue developing NWP models
so that they are better able to develop long term archives of numerical weather
data to support research studies, comparisons with urban field campaigns, and
analyses of severe air pollution episodes after they have occurred (to identify
causes and locate responsible emission sources, and to develop control policies
able to avoid future such episodes).

9.4.3. Need and planning of future field campaigns

In the mid-1990’s when the COST-715 Action was being planned, there were
relatively few measurements in Europe from field campaigns to measure urban
boundary layers. At that time the most comprehensive sets of measurements
were those garnered for North America by Tim Oke and Sue Grimmond. As
discussed in some detail in Chapter 5, several major campaigns have been per-
formed during the period of COST-715 in Europe, some of them directly stimu-
lated or instigated by COST-715 (BUBBLE, ESCOMPTE-UBL, Birmingham,
Cracow, Bologna). These field campaigns have provided substantial new data
sets, but the complexity of urban meteorology is such that gaps in knowledge
remain and new campaigns, based on an analysis of critical gaps in knowledge
and data will have to be planned and organised. Towards this, there is already
a current extensive campaign CAPITOUL organised by MeteoFrance that will
gather a variety of data during one year until March 2005 with 40 measuring
sites in the conurbation of Toulouse in South-west France. These data will be
used to test the SEB scheme TEB (see Section 3.2.2) for urban meteorological
forecasts with a 2-km resolution (Masson et al., 2004a,b).

There is the need for carrying out urban field campaigns in the future, as
measurements provide the validation data that enable new modelling techniques
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to be tested and then improved. Campaigns provide data from which insights
may be drawn in order to devise simpler models and parameterizations for
complex models. The existing measurements have limitations which arise due
to inescapable constraints on field programmes in cities, including:

• Availability of suitable and representative instrument sites, allowing for
security, power, data transmissions, neighbour comfortability, public safety,
accessibility, and planning permission;

• Height and positioning of sensors to meet the needs of the researchers,
such as adequate height, so that the appropriate surface type is within
the upwind fetch and observational foot-print for the sensor;

• Duration of instrument deployment and data capture rates during the
campaign, as few campaigns can be long term, yet measurements are
needed in all seasons of the year;

• Sufficient sensors to deploy a number of reference instruments at well
exposed rural sites so that influences due to the city can be differentiated
from the daily and diurnal changes in prevailing meteorological situation;

• Planning and resourcing so that intense meteorological campaigns are
suitably combined with related studies, especially in pollutant monitoring,
tracer dispersion studies, and possible surveys of health characteristics in
the local populace: weather (e.g. excess temperature in cities) as well as
air pollution (e.g. fine particles or ozone) influence people’s well-being;

• Capabilities of existing instruments and the opportunities offered by new
technologies: cup anemometers have been superseded in many studies by
ultrasonic anemometers, so that fluxes and stability are directly measured,
and remote sensing offers new ways to solve old problems: for instance, by
scintillometers ( for data linked to heat flux), by fixed back-scatter lidar
(aerosol concentrations and mixing heights), by scanning pulsed Doppler
lidar (velocity and turbulence profiles, mixing heights), infra-red ther-
mometers (e.g. for surface black-body temperatures), by sodar ( a long
established technique for convective mixing heights and wind profiles),
RASS (an improvement on sodar).

• In the perspective of the potential of satellite-borne remote sensing meth-
ods to infer surface properties and parameters, more work should be allo-
cated to the validation of remote sensing algorithms, which is still one of
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the main difficulties for testing their applicability. Ideally, ground-based
observations should be used for the inter-comparison, but few data sets
are available at this time. Therefore, when considering future field exper-
iments for urbanised regions, a satellite remote sensing component ought
to be included, to test and further develop some of the methods described
above.

Urban campaigns are needed so that the gaps in knowledge discussed above may
be addressed and the numerical models improved. Advances in experiments will
come by applying a number of techniques together, so the fundamental need is
to plan large co-operative campaigns which apply a wide variety of measuring
and modelling approaches. There is a real need for long measurement runs, so
a variety of conditions are sampled, and that instrumental techniques can be
compared against each other. There is also a need to bring together the exper-
tise of different groups in different European countries to study the techniques
they have used and to make recommendations regarding their deployment and
use, methods of data capture and signal processing, and the derivation of dis-
persion model and urban boundary layer parameters from the remote sensing
products. Remote sensing platforms for urban science include ground or build-
ing mounted sensors, aircraft and satellites. There is also a need to see how such
data can be either used within numerical models, or used to validate calculated
variables within these models.

Despite recent advances, there remain significant gaps in our understanding of
and data sets for urban meteorology. It is therefore recommended that:

• Urban field campaigns should combine the latest technology sensors with
more traditional instruments, and resourcing should be sufficient for long
runs of data, for multiple sites, and to include good reference stations for
the urban hinterland (e.g. rural, sea). A variety of geographical situations
merit study;

• Campaigns are costly, and it follows that pollutant and tracer studies
should be dovetailed into the urban campaigns. Good examples have
been noted in this report (above). Some tracer and chemistry studies
would benefit from a larger meteorological component, both measured
and modelled;

• The multi-disciplinarity and variety of facets of the problematic call for
a co-operative study across Europe to address the design of urban cam-
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paigns, to review the capabilities of existing remote sensing technologies
and their suitability for urban deployment, to evaluate their compatibility
with the numerical modelling requirements, to identify suitable locations
for study, to develop experiments for filling gaps in knowledge and to com-
pare instrumentation. Such co-operation could be partly supported under
the auspices of COST, with respect of its flexibility and basic philosophy
of coordination through cooperation on researchers’ terms.

The next steps will be to plan and organise pluri-disciplinary observations of
urban characteristics and issues in the perspective of urban studies and man-
agement within the frame of urban science.
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Appendix 1: Some formulations for estimating the MH

Reference [code] SBL height equations

1. Zilitinkevich (1972)

h = c2

(

u∗L

f

)1/2

c2 ≈ 0.4 (varies from 0.13 to 0.72 according to different authors)

2. Venkatram (1980)
[Ven80a] h = 2300u1.5

∗

3. Venkatram (1980)
[Ven80b] (2)

h = u∗

√

2

fN

4. Arya (1981) (after
Zilitinkevich, 1972)

h = a

(

u∗L

f

)1/2

+ b; a = 0.43, b = 29.3

5. Nieuwstadt (1981)
[Nieu81]

h = L
0.3u∗

|f |L

1.0

1.0 + 1.9h/L

6. Zilitinkevich & Mi-
ronov (1996) [ZiMi96] (

fh

0.5u∗

)2

+
h

10L
+

Nh

20u∗

+
h |f |1/2

(u∗L)1/2
+
h |Nf |1/2

1.7u∗

= 1

7. Zilitinkevich et al.

(2002) [Zili02] (1)

h =
CRu∗

|f |

[

(

1 + Ch
wh

u∗

)

/

(

1 +
C2

Ru∗(1 + CuNNL/u∗)

C2
SL|f |

)

]

1/2

with: CR = 0.4, CS = 0.74, CuN = 0.25 and Ch = 0.3.

8. Zilitinkevich & Bak-
lanov (2002) ∂h

∂t
+ V · ∇h = −CE|f |(h − hCQE) +Kh∇

2h with CE ≈ 1

9. Joffre and Kangas
(2002) [staJof]

h =
b′

2a′
µN

{

−1 +

[

1 +
4a′m′

b′2
µ−2

N

]1/2
}

LN

with: a′ = 0.12; b′ = 2.85; m′ = 24 (very rough surface)

Where u10 is the wind speed at 10 m height; V = (u, v) is the horizontal velocity
vector, Kh is the horizontal diffusivity, hCQE is the equilibrium MH calculated from a
diagnostic formulation (e.g., Zilitinkevich et al., 2002), µN = LN/L, LN = u∗/N (N
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is the Brunt-Väisälä frequency), f is the Coriolis parameter, and wh is the large-scale
vertical velocity at the SBL upper boundary.

(1) In the Bologna experiment, formula 6 was applied supposing wh ≈ 0.

(2) In the Bologna experiment was also tested the Venkatram (1980) formula using
only the friction velocity h = 2300u1.5

∗
. This formula is referred to as Ven80a.

Reference [code] CBL height equations

10. Tennekes (1973);
Tennekes and Driedonks

(1981)
[TeDr82]

dh

dt
=

S

∆θ
; where S = A(w′θ′)0 +

Bu3
∗

βh

d∆θ

dt
=
γS

∆θ
−

(w′θ′)0
h

−
S

h
; where: A = 0.2;B = 5.

11a. Batchvarova and
Gryning (1991)

[BaG91a]
∂h

∂t
= (1 + 2A)

(w′θ′)0
γh

+ 2B
u3
∗

γβh2
, where: A = 0.2, B = 2.5

11b. Batchvarova and
Gryning (1991)
[BaG91b] (3)

∂h

∂t
= (w′θ′)0

[

γh2

(1 + 2A)h− 2kBL∗

+
Cu2

∗

β(1 +A)h− kBL∗

]

−1

where: A = 0.2; B = 2.5; C = 8.

12. Gryning and Batch-
varova (1996)

{

h2

(1 + 2A)h− 2BκL
+

Cu2
∗

γβ[(1 +A)h−BκL]

}

·

·

(

∂h

∂t
+ u

∂h

∂x
+ v

∂h

∂y
− ws

)

=

(

w′θ′
)

0

γ
,

with A = 0.2, B = 5, C = 1.3

13. Joffre and Kangas
(2002)

[unsJof] h =
b′′

2a′′
µN

{

1 +

[

1 +
4a′′m′′

b′′2
µ−2

N

]1/2
}

LN

with a′′ = 0.1; b′′ = −0.85; m′′ = 12

Where γ is the potential temperature gradient above the ABL (N .2 = βγ), β = g/T0

the buoyancy parameter, ∆θ the temperature jump in the entrainment layer at the ABL
top,

(

w′θ′
)

0
-the surface sensible heat flux (= QH/ρcp), ws the vertical synoptic velocity

above the ABL. Equation (13) was derived for moderate unstable conditions (both
buoyant and mechanical production of turbulence) but not for convective conditions.
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(3) In the Bologna experiment formula 12 was applied supposing ws ≈ 0 and ne-

glecting the horizontal advection term u
∂h

∂x
+ v

∂h

∂y
, the constants were set as:

A = 0.2, B = 2.5, C = 8, after Georgieva et al. (2003).

Reference [code] Neutral ABL height equations

14.Rossby & Mont-
gomery (1935)
[RoMo35] (4)

h = cN
u∗

|f |
, where: cN = 0.3

(cN = 0.04 − 0.3 according to Seibert et al., 1998)

15. Arya (1981)
[Arya81] (5)

h = 0.089
u∗

f
+ 85.1

16. Mahrt (1982)
[Mahr82] (5)

h = 0.06
u∗

f

17. Benkley & Schulman
(1979)

[BeSc79](5)
h = 125u10

18.Nieuwstadt (1984a,b)
[Nieu84](5) h = 28u

3/2
10

Developed for neutral conditions, Eq.(14–18) have been used also for stable conditions
by some authors.

(4) In the Bologna experiment cN was set equal to 0.25, 0.133 and 0.04 as suggested
by Seibert et al. (1998), these formulae are referred respectively with Sei98a,
Sei98b, Sei98c codes.

(5) In the Bologna experiment, formulae (14–18) have been applied also to the SBL.
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Schäfer, Garmisch) of the AFO2000-project VALIUM (coordinator: Michael Schatz-
mann, Hamburg) funded by the German Ministry of Education and Research (BMBF)
under grant 07ATF12.

The contributions of the FP5 EU FUMAPEX project (#EVK4-CT-2002-00097) and
its partners (especially Alexander Baklanov, Patrice Mestayer, Ari Karppinen, Marco
Deserti) to this report is greatfully acknowledged.



COST715 WG2 References 217

References

Akylas, E., Y. Tsakos, M Tombrou and D. P. Lalas, 2003: Considerations on minimum
friction velocity. Quart. J. Roy. Meteorol. Soc., 129, 1929–1943.

Allegrini, I., Febo A., Pasini A., and Schiarini, 1994: Monitoring of the nocturnal
mixed layer by means of particulate radon progeny measurement. J. Geophys.
Res., 99(D9), 18,765–18, 777.

AMDAR, 2003: International AMDAR Program: Aircraft Meteorological Data Relay,
WMO, AMDAR Panel, 7 p.

Anfossi, D., Cassardo, C., Ferrero E., Longhetto, A., Sacchetti, D., Brusasca, G.,
Colombo V., Marzorati, A., Morselli, M. G., Rocchetti, F., Tinarelli, G., 1993:
On the analysis of ultrasonic anemometer data. Internal Report ICG/CNR
N.282/93, CNR, Torino (It), 62 p.

Angevine, W., 2003: Wind profiler, Applications. Lecture material for: Short Course
on the Fundamentals of Boundary Layer Wind and Temperature Profiling using
Radar and Acoustic Techniques, AMS Annual Meeting, Feburary 8–9, 2003 Long
Beach, CA, http://www.etl.noaa.gov/ams measurement/short course 2003.htm

Anquetin, S., Chollet, J. P., Coppalle, A., Mestayer, P., and Sini, J. F., 1999: The
Urban Atmosphere Model SUBMESO, Proceedings EUROTRAC
Symp. ‘98, P.M. Borrel & P. Borrel (Eds.), WIT Press.

Anthes, R. A. and T. T. Warner, 1978: The development of hydrodynamic models
suitable for air pollution and other meteorological studies. Mon. Wea. Rev.,
106, 1045–1078.

Arnfield, A. J. and Grimmond, C. S.: 1998, ‘An urban canyon energy budget model
and its application to urban storage heat flux modelling’, Energy and Building,
27, 61–68.

Arya, S. P. S., 1981: Parameterizing the height of the stable atmospheric boundary
layer, J. Appl. Meteorol. 20, 1192–1202.

Arya, S. P. S. and Byun, D. W., 1987: Rate equations for the planetary boundary-
layer depth (urban vs rural). In: Modeling the urban boundary-layer. American
Meteorological Society, Boston, 215–251.

Asimakopoulos, D.N., Helmis C.G., and Michopoulos J., 2004: Evaluation of Sodar
methods for the determination of the atmospheric boundary layer mixing height.
Meteorology and Atmospheric Physics, 85, 85–92.

Baklanov, A., 2000a: Application of CFD methods for modelling in air pollution prob-
lems: possibilities and gaps. Environmental Monitoring and Assessment, 65:
181–190.



218 Final report COST715 WG2

Baklanov, A., 2000b: Possible improvements in the DMI-HIRLAM for parameterisa-
tions of long-lived stably stratified boundary layer. DMI Internal Report, No.
00–15, 15 p.

Baklanov, A., 2001: Parameterisation of SBL height in atmospheric pollution models.
Air Pollution Modelling and its Application XV. C. Borrego and G. Schayes
(Eds.), Kluwer Academic / Plenum Publishers, New York, 415–424.

Baklanov, A., 2002. The mixing height in urban areas –a review. In Piringer M. &
Kukkonen J. (Eds.), Proceedings of the Workshop “Mixing height and inversions
in urban areas”, Toulouse, France, 3–4 October 2001, COST report EUR 20451,
9–28.

Baklanov, A. (Ed.), 2003: FUMAPEX Integrated Systems for Forecasting Urban Mete-
orology, Air Pollution and Population Exposure – Project Kick-off Meeting and
First Progress Report. DMI Sci. Report 03–12, ISSN 0905–3263. April 2003,
140 p., http://www.dmi.dk/f+u/publikation/vidrap/2003/Sr03-12.pdf

Baklanov, A. and S. Joffre (Eds.), 2003: Improved Models for Computing the Rough-
ness Parameters of Urban Areas. D4.4 FUMAPEX Report, November 2003.
DMI Sci. Report 03-19, ISBNnr.: 87-7478-495-1, 51 p.

Baklanov, A. et al., 2004: The mixing height in urban areas – new experimental and
modelling results. To be submitted to Boundary-Layer Meteorol.

Baklanov, A. and A. Kuchin, 2004: The mixing height in urban areas: comparative
study for Copenhagen. Atmos. Chem. Phys. Discus.. 4, 2839–2866.

Baklanov, A. and P. Mestayer (Editors), 2004: Improvement of parameterisation of
urban atmospheric processes and urban physiographic data classification. WP4
FUMAPEX Progress Report, April 2004. DMI Scientific Report.

Baklanov, A., A. Rasmussen, B. Fay, E. Berge, and S. Finardi, 2002: Potential and
shortcomings of numerical weather prediction models in providing meteorological
data for urban air pollution forecasting. Water, Air and Soil Poll.: Focus, 2(5–
6), 43–60.

Batchvarova, E. and Gryning, S.-E., 1991: Applied model for the growth of the daytime
mixed layer. Boundary-Layer Meteorol., 56(3), 261–274.

Batchvarova, E. and Gryning, S.-E., 1998: Wind Climatology, Atmospheric Turbulence
and Internal Boundary-Layer Development in Athens During the MEDCAPHOT-
Trace Experiment, Atmos. Environ. 32, 2055–2069.

Batchvarova, E., Cai, X., Gryning, S.-E., and Steyn, D., 1999: Modelling internal
boundary-layer development in a region with a complex coastline. Boundary-
Layer Meteorol., 90, 1–20.

Baumann K., and M. Piringer, 2001: Two-years of boundary layer measurements with
a Sodar – statistics and applications. Physics and Chemistry of the Earth, Part
B. 26/3, 205–211.



COST715 WG2 References 219

Baumann-Stanzer, K., and M. Piringer, 2003: Diagnostic mixing heights with and
without urban fetch. R. Sokhi and J. Brechler, Eds., Proc. of the 4th Intern.
Conf. on Urban Air Quality, Charles University Prague, 25–27 March 2003,
412–415.

Baumann-Stanzer, K. and I. Groehn, 2004: Alpine radiosoundings – feasible for mixing
height determination? Meteorol. Z. 13, 1–12.

Baumann-Stanzer, K., W. Knauder, and M. Piringer, 2004: Assessment of meteoro-
logical input for dispersion modelling in Linz, Austria. Proceedings of the 4th

EMS Conference, 27–30 September 2004, Nice, France.

Benkley, C.W. and Schulman, L.L., 1979: Estimating mixing depths from historical
meteorological data, J. Appl. Meteorol., 18, 772–780.

Berkowicz, R. and Prahm, L.P., 1982: Sensible heat flux estimated from routine mete-
orological data by the resistance method. J. Appl. Meteorol., 21, 1845–1864.

Berman, S., Ku, J.-Y., Zhang, J. and Rao, S. T., 1997: Uncertainties in estimating
the mixing depth: comparing three mixing-depth models with profiler measure-
ments. Atmos. Environ., 31(18), 3023–3039.

Beyrich, F., 1997: Mixing height estimation from sodar data – a critical discussion.
Atmos. Environ., 31, 3941–3954.

Bielak, A., Burzyski, J., Kaszowski, W., Walczewski, J. 1997: Some parametrisation
formulae for mixing height compared with joint Sodar and Lidar observations.
EURASAP Wokshop Proceedings 1–3 October 1997, Riso National Laboratory.

Boone, A., Calvet, J.C., and Noilhan, J., 1999: Inclusion of a Third Soil Layer in a
Land Surface Scheme using the Force-Restore Method. J. Appl. Meteorol., 38,
1611–1630.

Bornstein, R.D., 2001: Currently used parameterisations in numerical models. Work-
shop on Urban Boundary Layer Parameterisations. COST 715, Zürich, May
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Ośródka L, Skubacz K., Skowronek J., Krajny E., Wojtylak M., 2002: Radon concen-
tration in the atmosphere as an indicator of the height of the mixing layer in
the region of mining activity. In: Development and Application of Computer
Techniques to Environmental Studies IX, WIT Press, Vol. 7, 109–116.



COST715 WG2 References 233
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