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Preface 
These proceedings contain some of the papers presented at the 2nd GLOREAM/EURASAP 
Workshop, which was held at Miljøkontrollen (Copenhagen EPA), Copenhagen, September 
6-8, 2004. The local organisers of the workshop were Jørgen Brandt, Lise M. Frohn and Maria 
Pedersen, National Environmental Research Institute, Department of Atmospheric 
Environment.  

The general aim of this open workshop, chaired by Prof. Peter Builtjes, TNO, was to present 
and discuss results concerning recent developments in tropospheric chemical transport 
modelling. The workshop was organised in five sessions; 1) Model developments, 2) Model 
applications/model systems, 3) Computational aspects, 4) Assessment and regulation, and 5) 
Aerosol modelling. A total of 21 papers were presented at the workshop. 

The GLOREAM/EURASAP Workshop is a combination of the previously existing research 
programme GLOREAM (GLObal and REgional Air pollution Modelling) and EURASAP 
(EURopean Association for the Science of Air Pollution). The first GLOREAM/EURASAP 
Workshop took place in Cologne in 2003. 

 
Jørgen Brandt and Lise M. Frohn (editors) 
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The Incorporation of Aerosol Processes in Polair3D 
 

K. Fahey, E. Debry, H. Foudhil, and B. Sportisse 
 

CEREA, Research and Teaching Center in Atmospheric Environment, Joint Laboratory École 
Nationale des Ponts et Chaussées/ Électricité de France R&D. Cité Descartes, Champs sur 

Marne, F-77455 Marne la Vallée Cedex, France 
 
 

Abstract 

The treatment of aerosol processes has recently been added to the three-dimensional 
chemical transport model, Polair3D. Along with transport, the processes of condensation, 
evaporation, coagulation, nucleation, and aqueous phase processing are considered. In this 
paper, the formulation of the size resolved aerosol model (SIREAM) and its incorporation 
into Polair3D are outlined. Preliminary results in the three dimensional domain are 
reasonable. These results are discussed along with the future direction of aerosol treatment 
in Polair3D. 

Introduction 

Atmospheric aerosol has been implicated in the development of adverse health effects, 
visibility reduction, and the formation of acid rain and fogs and also has a strong influence 
on the earth's energy balance. This atmospheric particulate matter is a complex mixture of 
inorganic and organic components, with composition varying over the aerosol size range of a 
few nanometers to several micrometers. Particles can be emitted directly from various 
anthropogenic and biogenic sources or can be formed in the atmosphere from inorganic or 
organic precursor gases. Secondary aerosol can comprise a significant fraction of 
atmospheric PM, and as PM2.5 can have a lifetime on the order of a couple days, significant 
transport may occur before particles are ultimately removed from the atmosphere (Seinfeld 
and Pandis, 1998; Seigneur, 2001).  

Three dimensional chemical transport models provide the necessary tools to develop not 
only a better understanding of the formation and distribution of atmospheric pollutants but 
also sound strategies to control them. In order to develop appropriate strategies to control 
particulate mass, the important physical and chemical processes affecting the transformation 
of the aerosol size and composition distribution need be considered in these models. 

Here we present the incorporation of the treatment of aerosol processes in the three-
dimensional chemical transport model, Polair3D. Recent improvements to the gas-phase 
only version of Polair include the addition of both a Modal Aerosol Model (MAM) and a 
size-resolved aerosol model (SIREAM) along with the Carnegie Mellon University Variable 
Size-Resolution aqueous phase chemistry Model (VSRM). This paper will focus primarily on 
the addition of SIREAM.  



Polair3D
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Deposition
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Figure 1. Schematic of the treatment of aerosol processes in Polair3D 
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Polair3D 

Polair3D was developed at the Research and Teaching Center in Atmospheric Environment 
(CEREA), a joint laboratory of Ecole Nationale des Ponts et Chaussées and Electricité de 
France R&D, and is a three-dimensional Eulerian model that treats the chemical 
transformations and transport of major gas phase and particulate pollutants. Advection, 
diffusion, deposition, emission, and chemical production are treated so that the evolution of 
a three dimensional grid of pollutants can be generated over time. Validation studies have 
been performed in the past using earlier gas-phase-only versions of Polair. The effects of the 
recently added aerosol processes are currently being examined. See Figure 1 for a schematic 
of the aerosol module structure in Polair3D.  

SIREAM 

The Size Resolved Aerosol Model (SIREAM) treats the major processes that affect the aerosol 
size/composition distribution. The size range is approximated by a discrete user-specified 
number of size sections or “bins” and composition is assumed to be uniform within each of 
these bins. The following species are treated: sodium, sulfate, ammonium, nitrate, chloride, 
water, mineral dust, elemental carbon, primary organic aerosol, and 8 secondary organic 
species. The user can specify the range of diameters considered, number of size bins, which 
processes to simulate, and the invocation of certain simplifying assumptions (e.g., neglect of 
the Kelvin effect, instantaneous equilibrium) in order to choose the best combination of 
accuracy and efficiency for a given application. 

SIREAM considers nucleation, condensation/evaporation, and coagulation. Nucleation is 
described by a binary or ternary scheme (Vehkamaki et al., 2002; Napari et al., 2002). 
Coagulation is given by the equations for Brownian coagulation. The driving force for 
condensation or evaporation is the difference between the bulk gas phase concentration and 
the concentration at the aerosol surface (given by a thermodynamics package). Due to this 
mass transfer, particles grow (condensation) or shrink (volatilization). SIREAM employs the 
moving sectional approach in order to account for these changes in particle size. The section 
boundaries evolve with time according to the growth law and then the sectional masses are 
projected back onto a fixed grid.  

There are three approaches taken to describe mass transfer between gas and aerosols in a 
modeling framework (Debry and Sportisse, 2004; Capaldo et al., 2000; Zhang et al, 2004, 
Pilinis et al., 2000). These are the instantaneous equilibrium, dynamic, and hybrid methods. 
In SIREAM, the user can specify any of these methods for the calculation of gas to particle 
mass transfer. For all of these approaches, however, the aerosol thermodynamics problem 
needs to be solved. In the case of inorganics, ISORROPIA is used to calculate instantaneous 
equilibrium concentrations (forward mode) or the surface concentration used to determine 
the driving force of mass transfer between gas and aerosol phases in the case of dynamic 
mass transfer (reverse mode) (Nenes et al., 1998, 1999). For organic species, a pseudo-ideal 
solution is assumed and mass transfer is calculated based on an absorption model as 
described by Pankow (Pankow, 1994a,b; Schell et al, 2001).  

For cells with a liquid water content exceeding a critical value (i.e., 0.05 g/m3), the aqueous 
phase chemistry module is called instead of SIREAM. The aqueous module used here is the 
Carnegie Mellon University Variable Size Resolution aqueous phase chemistry Model 
(VSRM) (Fahey and Pandis, 2001). Droplets form instantaneously on particles that exceed the 
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user specified critical diameter, while remaining particles serve as interstitial aerosol. After 
evaporation, the particle sections will have grown due to the increased aerosol mass 
resulting from the aqueous phase reactions. Following the aqueous phase chemistry 
calculations the aerosol distribution is mapped back onto the fixed grid. 

Other processes treated in this three-dimensional framework include heterogeneous 
reactions, size resolved emissions and deposition, along with the advective and diffusive 
transport common to both gas and aerosol phase species (Jacob, 2000, 2004). 

Preliminary Results 

Some limited testing of Polair3D with the newly added aerosol processes has been 
performed. Simulations have been run over the Lille and European domains. Comparisons 
between modeled values and observations have only been made for the Lille simulation. 
Ongoing work includes the validation of the model with measurements for a European 
simulation during Spring 2001.  

Lille 
The objective of the 3D simulation over Lille was to assess the impact of different emission 
scenarios related to traffic from the years 1998 to 2015. A comprehensive study of gas phase 
chemistry has already been accomplished with the gas-phase-only version of Polair3D. Here 
we present some preliminary results for PM as obtained with SIREAM. 

Over Lille, SIREAM was run in fully equilibrium mode with three size sections. Aqueous 
phase chemistry was not active. Figure 2 shows the comparison of simulated PM with sensor 
measurements. One can see that for the month of January 1998, the measurements and 
simulated results agree well, both in magnitude and temporal variation. Figures 3a and 3b 
show the model predictions for PM2.5 and PM10 respectively for the surface level of the 
domain. Further studies on the impact of aerosols over Lille have yet to be performed. 



 
Figure 2. Comparison of PM10 measurements (blue) and modeled values (red). The initial time is 
January 1, 1998. 
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Figure 3.  (a) Average PM2.5 and (b) PM10 concentration over Lille for the month of January
1998

a

b
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a b 

 

c d 

 
Figure 4. Modeled (instantaneous equilibrium – no cloud chemistry) PM10 surface concentrations over 
Europe for April 25, 2001, at noon for (a) sulfate, (b) nitrate, (c) ammonium, and (d) total organic 
aerosol 

Europe 
Three dimensional simulations have been run over Europe for the Spring of 2001. There have 
not as yet been comparisons with measurements, but in Figures 4 through 6, some 
preliminary results are shown for the model under different conditions. Each model run is 
performed with 10 size bins, and the figures show the predicted concentrations of major 
species for dynamic and equilibrium conditions, for active cloud chemistry and neglected 
cloud chemistry. The plots shown are for day 3 of the simulation, April 25 , at noon. th

Figures 4a through 4d show PM10 sulfate, nitrate, ammonium, and total organic aerosol 
surface concentrations for the instantaneous equilibrium method. Cloud chemistry is 
neglected. Figures 5a through 5d show the same for dynamic mass transfer. The methods 
compare rather well for sulfate, as might be expected. Sulfuric acid has a very low vapor 
pressure and rapidly condenses onto the aerosol phase. However one can see significant 
differences between ammonium and nitrate concentrations, where the equilibrium method 
tends to predict higher values for the species than the dynamic simulation.  
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a b 

 

c d 

 
Figure 5. Modeled (dynamic mass transfer – no cloud chemistry) PM10 surface concentrations over 
Europe for April 25, 2001, at noon for (a) sulfate, (b) nitrate, (c) ammonium, and (d) total organic 
aerosol 

Figure 6a shows PM10 sulfate concentrations (dynamic) for a simulation with active cloud 
chemistry. Comparing figures 6a and 5a, one can see that even by the third day of 
simulation, a difference between the sulfate values on the ground level is visible (and would 
be even greater in the upper layers), and this is due at least in part to the chemical 
production in clouds and fogs. 

Values for total organic aerosol seem low in comparison with the other major components, 
thus indicating perhaps that the SOA module should be revisited. Possible future work may 
include the extension of the SOA module to include an option for a mechanistic description 
of SOA formation (Pun et al, 2002). Further work needs to be done to better link the 
combined effects of inorganic and organic species on mass transfer between the phases (Koo 
et al., 2003). 

Conclusions and Future Work 

Aerosol processes have recently been added to the three dimensional chemical transport 
model Polair3D. 17 aerosol species are considered and represent biogenic and anthropogenic 
compounds, organic and inorganic, primary and secondary. The processes treated by the 
size-resolved aerosol module (SIREAM) include nucleation, coagulation, and 
condensation/evaporation, and mass transfer can be treated using the dynamic, hybrid, or 
instantaneous equilibrium methods. Aqueous phase processing has also been added in the 
form of the VSRM aqueous phase chemistry model. Other aerosol processes treated in this 
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three-dimensional framework include heterogeneous reactions, size resolved emissions and 
deposition, along with advective and diffusive transport. 

a b 

 

c d 

 
Figure 6. Modeled (dynamic mass transfer – active cloud chemistry) PM10 surface concentrations over 
Europe for April 25, 2001, at noon for (a) sulfate, (b) nitrate, (c) ammonium, and (d) total organic 
aerosol 

Preliminary simulations have been run with the aerosol-inclusive version of Polair3D. The 
comparison with observations for the simulation over Lille looks promising, and Polair3D 
follows the absolute amounts and trends of observed particulate matter concentrations for 
January 1998. For the European simulations, comparisons between observations and 
modeled values have not yet been made. On a first look, however, the values for the major 
species look reasonable. Areas of improvement for the model might include a more rigorous 
SOA module or the development of a better link between the aqueous phase chemistry 
module and the wet deposition routine. Validating the aerosol model within the three-
dimensional framework will require extensive comparison with observations. This work is 
currently underway. 

References 

Capaldo, K.P., Pilinis,C., Pandis, S.N. (2000) A computationally efficient hybrid approach for 
dynamic gas/aerosol transfer in air quality models. Atmos. Environ. 34, 3617-3627. 

Debry, E., Sportisse, B. (2004) Reduction of the general dynamic equation for atmospheric 
aerosols: theoretical and numerical investigation. Submitted for publication. 

 15 



 16 

Fahey, K.M., Pandis, S.N. (2001) Optimizing model performance: variable size-resolution in 
cloud chemistry modeling. Atmos. Environ. 35, 4471-4478. 

Jacob, D.J. (2000) Heterogeneous chemistry and tropospheric ozone. Atmos. Environ. 34, 
2131-2159. 

Jacob, D.J. (2004) Personal communication to Bruno Sportisse. 

Koo, B., Ansari, A.S., Pandis, S.N. (2003) Integrated approaches to modeling the organic and 
inorganic atmospheric aerosol components. Atmos. Environ. 37, 4757-4768. 

Napari, I., Noppel, M., Vehkamaki, H., Kulmala, M. (2002) Parameterization of ternary 
nucleation rates for H2SO4-NH3-H2O vapor. Journal of Geophysical Research. 107, 4381. 

Nenes, A., Pandis, S.N., Pilinis, C. (1998) ISORROPIA: a new thermodynamic model for 
inorganic multicomponent atmospheric aerosols. Aquatic Geochemistry 4, 123-152. 

Nenes, A., Pandis, S.N., Pilinis, C. (1999) Continued development and testing of a new 
thermodynamic aerosol module for urban and regional air quality models. Atmos. Environ. 
33, 1553-1560. 

Pankow, J.F. (1994a) An absorption model of the gas/particle partitioning of organic 
compounds in the atmosphere. Atmos. Environ. 28, 185-188. 

Pankow, J.F. (1994b) An absorption model of the gas/aerosol partitioning involved in the 
formation of secondary organic aerosol. Atmos. Environ. 28, 189-193. 

Pilinis, C., Capaldo, K.P., Nenes, A., Pandis, S.N. (2000) MADM – A new multicomponent 
aerosol dynamics model. Aerosol. Sci. Technol. 32:482-502. 

Pun, B.K., Griffin, R.J., Seigneur, C., Seinfeld, J.H. (2002) Secondary organic aerosol: 2. 
Thermodynamic model for gas/particle partitioning of molecular constituents. Journal of 
Geophysical Research. 107(D17), 4333. 

Schell, B., Ackermann, I.J., Hass, H., Binkowski, F.S., Ebel, A. (2001) Modeling the formation 
of secondary organic aerosol within a comprehensive air quality model system. Journal of 
Geophysical Research. 106, 28275-28293. 

Seigneur, C. (2001) Current status of air quality models for particulate matter. J. Air & Waste 
Manage. Assoc. 51, 1508-1521.  

Seinfeld J. H. and Pandis S. N. (1998) Atmospheric Chemistry and Physics: From Air 
Pollution to Global Change. J. Wiley, New York. 

Vehkamaki, H., Kulmala, M., Napari, I., Lehtinen, K.E.J., Timmreck, C., Noppel, M., 
Laaksonen, A. (2002) An improved parameterization for sulfuric acid-water nucleation rates 
for tropospheric and stratospheric conditions. Journal of Geophysical Research. 107, 4622. 

Zhang, Y., Pun, B., Vijayaraghavan, K., Wu, S., Seigneur, C., Pandis, S.N., Jacobson, M.Z., 
Nenes, A., Seinfeld, J.H. (2004) Development and application of the Model of Aerosol 
Dynamics, Reaction, Ionization, and Dissolution (MADRID). Journal of Geophysical Research. 
109. 

 



 17 

Aerosol Modelling with CAMx and PMCAMx  
 

Sebnem Andreani-Aksoyoglu, Johannes Keller and Andre S.H. Prévôt 
 

Laboratory of Atmospheric Chemistry, Paul Scherrer Institut, Villigen PSI, 5232 Switzerland 

 

Introduction 

Recently there have been significant improvements with respect to aerosol modelling. 
Models with 1-atmosphere approach are able to simulate both gaseous and particulate 
pollutants and suitable for episodic and annual calculations (Ackermann et al., 1998; Schell et 
al., 2001). There are also more complete models including full-science algorithms for aerosol 
modelling (Griffin et al., 2003; Bessagnet et al.; 2004; Zhang et al., 2004). However, such 
models are more complex and demanding. A model intercomparison study showed that a 
more complex model approach to the aerosol problem does not automatically lead to better 
results in a 3-dimensional application (Hass et al., 2003). As long as speciated aerosol 
measurements with high time resolution are limited, necessity of using so called full-science 
aerosol models is questionable. In this study, two air quality models with different 
approaches were applied to two domains, northern Italy and Switzerland, to investigate the 
capabilities, strengths and weaknesses.  

Modelling  

Models 
In this study, two CAMx models (The Comprehensive Air Quality Model with extensions) 
were used. CAMx is an Eulerian photochemical dispersion model that allows for integrated 
assessment of gaseous and particle air pollution over many scales (Environ, 2004a). The first 
model is the CAMx version 4.0. It has a 1-atmosphere approach for gaseous and particulate 
air pollution modelling. Aqueous sulfate and nitrate formation in cloud water is calculated 
using RADM aqueous chemistry algorithm (Chang et al., 1987). Partitioning of condensible 
organic gases to secondary organic aerosols (SOA) to form a condensed organic solution 
phase is performed by the semi-volatile equilibrium scheme called SOAP (Strader et al., 
1998). There are four SOA classes depending on the gaseous precursors. The first three 
classes represent SOA formed from anthropogenic precursors and the aerosols in the fourth 
class are formed from the biogenic precursors. ISORROPIA thermodynamic model is used to 
calculate the partitioning of inorganic aerosol constituents between gas and particle phases 
(Nenes et al., 1998). Particle sizes are static. Primary particles are modelled as fine and/or 
coarse particles whereas secondary species are modelled as fine particles. In this study, the 
particle size range for these secondary aerosol species was chosen as 0.04 - 2.5 µm, as 
indicated by experimental results.  

The second model used in this study is PMCAMx (version 3.01) which contains full science 
aerosol algorithms (Environ, 2003). It is a more complete aerosol model than CAMx (version 
4.0), but it is more demanding as well. Aerosol dynamics and particle size distribution are 
treated with a sectional approach covering the range of 0.04 μm to 40 μm. PMCAMx contains 
a more complete aqueous chemistry mechanism (Variable Size Resolution Model) developed 
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by the Carnegie Mellon University. The two models have similar gas phase mechanisms 
(CBMIV/SAPRC99), inorganic (ISORROPIA) and organic (SOAP) aerosol treatment. The 
main difference is in the particle size distribution, aerosol dynamics and aqueous chemistry 
mechanisms (Table 1).  

Table 1. Comparison of CAMx and PMCAMx models 

 CAMx (v4.0) PMCAMx (v3.01) 
Approach 1-atmosphere full-science PM model 
gas-phase mechanism CBMIV/SAPRC99 CBMIV/SAPRC99 
inorganic aerosols ISORROPIA ISORROPIA 
organic aerosols SOAP SOAP 
aqueous chemistry RADM VSRM 
particle size fine/coarse 10-sectional 
relative cpu time 1 3 

 

Applications 

Northern Italy 
The first application was carried out over a domain covering northern Italy, for the period 
11-13 May 1998 (Figure 1). The model domain consists of 47x54 grid cells with a resolution of 
3km x 3km. There are 8 layers in a terrain-following coordinate system, the first being 50m 
above ground. The model top was set at about 3000 m agl. The same input data from the 
modelling study using the previous CAMx version 3.10 were used for this application 
(Andreani-Aksoyoglu et al., 2004). Simulations started on May 11 at 1200 central European 
summer time (CEST) and ended on May 13 at 2400 CEST. The first 12 hours were used to 
initialize the model. 

Switzerland 
The second study was carried out in a domain covering Switzerland and some parts of the 
neighbouring countries (Figure 2) during an exceptionally hot period between 4 and 7 
August 2003. The model domain encloses 650 km in the west-east and 450 km in the north-
south direction with a horizontal resolution of 9 km. In the vertical direction 10 layers with 
varying heights were used, lowest being 30 m above ground. The model top is at about 4000 
m above ground. For this application, meteorological data were calculated using MM5 
meteorological model (PSU, NCAR, 2004). Initial and boundary trace gas conditions were 
extracted from the output of the European model REM3, provided by the Free University of 
Berlin. The emission inventory of gaseous species for Europe was based on an inventory 
provided by the Free University of Berlin. Emissions in Switzerland were compiled from 
various sources for the year 2000. No particle emissions were included yet. CAMx results refer 
to PM2.5 whereas PMCAMx calculates the aerosol concentrations for each of the 10 size bins between 
0.04 and 40 μm. The sum of the first 6 sections which corresponds to PM2.5, was compared with 
CAMx results. 



 
Figure 1. Topography of the model domain (masl) for northern Italy. 

 
Figure 2. Topography of the model domain (masl) for Switzerland. 

 

Results and discussion 

Northern Italy 
Comparison of model results with measurements of secondary inorganic aerosols performed 
in Verzago, 35 km north of Milan, shows that the particulate NO3 and NH4 levels are similar 
and close to the observations in the afternoon (Figure 3). At night, CAMx predicts higher 
nitrate concentrations than PMCAMx. In case of particulate SO4, PMCAMx predicts slightly 
lower concentrations than CAMx and both model results are lower than measurements at 
night. Since both models use the same inorganic aerosol module and the same gas-phase 
mechanism, similar results are expected. However, it should be kept in mind that the gas-
phase chemistry of PMCAMx is still based on an earlier version (CAMx 3.01). The updated 
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CBMIV mechanism in CAMx may lead to differences in results with respect to sulfate 
production and nighttime nitrate chemistry. Overestimation of nitrate at night by CAMx 
may also be due in part to assuming all nitrate is fine. The difference in the aqueous 
chemistry mechanism is not expected to be significant under the clear sky conditions used in 
this study. Boundary conditions for the particulate species in PMCAMx are not exactly the 
same as in CAMx because of various size sections. This may also lead to differences between 
the model results.  

In general, PMCAMx predicts lower levels at night for all SOA classes (Figure 4). Afternoon 
levels of SOA1 and SOA3 are the same for both models. On the other hand, model results of 
SOA2, which is the aerosol product of toluene and xylene look quite different. Since the same 
aerosol parameters are used in both models, discrepancies are possibly due to differences in 
model versions. Biogenic SOA (SOA4) is about 20% of the total predicted SOA. It is difficult 
to validate the calculated secondary organic aerosol concentrations because there are no 
direct measurements. Estimations based on black carbon and total organic carbon 
measurements yielded an SOA range of 4 – 5 μg/m3 for daily average (Andreani-Aksoyoglu 
et al., 2004). The average of calculated values in Verzago are in the same range (5.4 for CAMx 
and 4.4 for PMCAMx).  
 

 
Figure 3. Diurnal variation of measured (+) and predicted concentrations μg m-3) by CAMx (solid line) and 
PMCAMx (dotted line) of particulate SO
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4
2-, NO3

- and NH4
+ in Verzago. 

 
Figure 4. Diurnal variation of predicted concentrations μg m-3) of 4 SOA species by CAMx (solid line) and 
PMCAMx (dotted line) in Verzago. 

Switzerland 
The model results over the Swiss domain are compared only with each other due to lack of 
measurements of aerosol species (Figure 5). There are significant differences in sulfate 
concentrations calculated by the models. Nitrate concentrations are the same in the 
afternoon, but night values differ. CAMx predicts higher concentrations at night as in the 
first application.   



Some emission sensitivity tests were performed to understand the significance of the 
difference between the CAMx and PMCAMx results. The highest uncertainties in 
anthropogenic emissions are believed to be in NH  and SO3 2 emissions, around 20-30% (Hass 
et al., 2003). Therefore two more simulations with CAMx were carried out using 20% 
reduced SO

 21 

2 and NH  emissions, respectively. Reduction of SO3 2 emissions by 20% did not 
effect sulfate particle concentrations (Figure 6). This means that the difference between 
CAMx and PMCAMx is larger than the uncertainties in SO2 emissions. On the other hand, 
reduction in NH3 emissions caused a significant decrease in particulate nitrate and 
ammonium, reducing the gap between the two model results. One can say therefore that the 
difference between the nitrate results of the two models is in the same range as uncertainties 
in NH  emissions.  3

On the other hand, SOA formation in both models is similar (Figure 7). Anthropogenic 
secondary aerosol concentrations (SOA1-SOA3) are much lower in northern Switzerland than 
in the south and in the region of Milan. The biogenic contribution to SOA which is more than 
80% in the northern part of Switzerland is therefore much larger than in northern Italy. 

 
Figure 5. Diurnal variation of predicted concentrations μg m-3) by CAMx (solid line) and PMCAMx (dotted 
line) of particulate SO4

2-, NO3
- and NH4

+ in Tänikon. 

 
Figure 6. Diurnal variation of predicted concentrations μg m-3) of particulate SO4

2-, NO3
- and NH4

+ by 
PMCAMx (dotted line) and by CAMx with 100% emissions (solid line), with 80% SO2 emissions (+), with 80% 
NH3 emissions (dashed line) during 4-7 August 2003 in Zürich.  



  

Figure 7. Diurnal variation of predicted concentrations μg m-3) of SOA by CAMx (solid line) and PMCAMx 
(dotted line) during 4-7 August 2003 in Tänikon. 

Conclusions 

On the basis of two applications, the results of two models with different complexity, CAMx 
and PMCAMx, are comparable. Model predictions of inorganic aerosols are rather close to 
observations for the study in northern Italy. Overestimation of nitrate at night by CAMx may 
be due in part to assuming nitrate only in the fine fraction or due to the different versions of 
gas-phase mechanisms (CBMIV). However, the difference between the model results for 
nitrate is in the same range as the uncertainties in NH3 emissions. On the other hand, the 
difference in sulfate predictions between two models is larger than the uncertainties in SO2 
emissions. SOA predictions of the two models are almost the same. Both models indicated a 
lower biogenic contribution to SOA in northern Italy (about 20%) than in northern 
Switzerland (about 80%). Although SOA predictions cannot be validated by direct 
measurements, estimates from black carbon and total organic carbon measurements in 
northern Italy suggest that model results are in the same range.  

Differences between the model results can be either due to the model versions which were 
not the same in this study (CAMx version 4.0, PMCAMx based on CAMx version 3.01) or to 
the different approach for particle size. Computer time required by PMCAMx is about 3 
times higher than the time needed by CAMx. Although PMCAMx has the capability of 
calculating the aerosol species in various size sections, as long as there are limited 
measurements of speciated aerosols, it is difficult to evaluate the results. Most of the particle 
measurements in Europe consists of PM10 only. Using more complex models such as 
PMCAMx requires measurements of aerosol species with smaller size (not only PM10) with 
higher resolution in time and space. Finally, we should consider that the concept of 
equilibrium of the partitioning between gas phase and aerosol organics is not valid anymore 
considering studies of Jang et al. (2002) and Kalberer et al. (2004). Due to polymerization 
reactions in the aerosol, more organics can partition into the aerosols compared to prediction 
of equilibrium models. Some improvements in the aerosol models are therefore needed in 
the future. It is worth mentioning that a new version of CAMx (version 4.10s) was released in 
August 2004 and it offers the possibility to use multi-sectional aerosol size treatment in 
addition to the simpler fine/coarse approach (Environ, 2004b). Since the two different 
approaches for aerosol modelling are implemented in the same model, it will be easier to 
make comparison in future studies. 

 22 



 23 

Acknowledgements 

We would like to thank the LOOP community for providing us with various data from 
northern Italy. The output data of European Model REM3 was kindly provided by J. 
Flemming (FUB) to be used as boundary conditions. We are grateful to R.Stern (FUB), 
A.Graff (UBA) and M. van Loon (TNO) for European emissions, INFRAS and METEOTEST 
for the Swiss emission data. G. Yarwood from ENVIRON is gratefully acknowledged for 
providing the PMCAMx code. 

References  

Andreani-Aksoyoglu, S., Prevot, A.S.H., Baltensperger, U., Keller, J., Dommen, J., 2004, 
Modeling of formation and distribution of secondary aerosols in the Milan area (Italy), J. 
Geophys. Res., 109: D05306, doi:10.1029/2003JD004231. 

Ackermann, I.J., Hass, H., Memmesheimer, M., Ebel, A., Binkowski, F.S., Shankar, U., 1998, 
Modal aerosol dynamics model for Europe: Development and first applications, Atmos. 
Environ., 32:2981. 

Bessagnet, B., Hodzic A., Vautard R., Beekmann M., Cheinet S., Honore C., Liousse C., 
Rouil L., 2004, Aerosol modelling with CHIMERE-preliminary evaluation at the continental 
scale, Atmos. Environ., 38: 2803. 

Chang, J.S., Brost., R.A., Isaksen, I.S.A., Madronich, S., Middleton, P., Stockwell, W.R., 
Walcek, C.J., 1987, A Three-dimensional Eulerian Acid Deposition Model: Physical 
Concepts and Formulation, J. Geophys. Res., 92:14,681. 

Environ, 2003, Final Report CRC project A-30, Development of an advanced photochemical 
model for particulate matter: PMCAMx, Environ. 

Environ, 2004a, User's Guide, Comprehensive Air Quality Model with Extensions (CAMx), 
Version 4.00, Environ International Corporation, California, January 2004. 

Environ, 2004b, User's Guide, Comprehensive Air Quality Model with Extensions (CAMx), 
Version 4.10s, Environ International Corporation, California, August 2004. 

Griffin, R.J., Nguyen, K., Dabdub, D., Seinfeld, J.H., 2003, A coupled hydrophobic-
hydrophilic model for predicting secondary organic aerosol formation, J. Atmos. Chem., 
44:171. 

Jang, M., Czoschke, N.M., Lee, S., Kamens, R.M., 2002, Heterogeneous atmospheric aerosol 
production by acid-catalyzed particle-phase reactions, Science, 298: 814.  

Hass, H., van Loon, M., Kessler, C., Stern, R., Matthijsen, J., Sauter, F., Zlatev, Z., Langner, 
J., Foltescu, V., Schaap, M. , 2003, Aerosol Modeling: Results and Intercomparison from 
European Regional-scale Modeling Systems, EUROTRAC 2. 

Kalberer M., D. Paulsen, M. Sax, M. Steinbacher, J. Dommen, A.S.H. Prevot, R. Fisseha, E. 
Weingartner, V. Frankevich, R. Zenobi, U. Baltensperger, 2004, Identification of polymers as 
major components of atmospheric organic aerosols, Science, 303: 1659. 

Nenes A., S.N. Pandis, C. Pilinis, 1998, ISORROPIA: A new thermodynamic equilibrium 
model for multiphase multicomponent inorganic aerosols, Aquat. Geoch., 4:123.  



 24 

PSU, NCAR, 2004, MM5 Version 3 Tutorial Presentations.            
http://www.mmm.ucar.edu/mm5/mm5v3/tutorial/presentations/tut-presentations.html. 

Schell B., I.J. Ackermann, H. Hass, F.S. Binkowski, A. Ebel, 2001, Modeling the formation 
of secondary organic aerosol within a comprehensive air quality modeling system, J. 
Geophys. Res., 106:28275.  

Strader R., C. Gurciullo, S.N. Pandis, N. Kumar, F.W. Lurmann, 1998, Development of gas-
phase chemistry, secondary organic aerosol, and aqueous-phase chemistry modules for PM 
modeling. Final Report for CRC Project A21-1 prepared for the Coordinating research 
Council, Atlanta, GA by Sonoma technology, Inc., Petaluma, CA, STI-97510-1822-FR. 

Zhang Y., B. Pun, K. Vijayaraghavan, S.-Y. Wu, C. Seigneur, S.N. Pandis, M. Jacobson, A. 
Nenes, J.H. Seinfeld, 2004, Development and application of the model of aerosol Dynamics, 
Reaction, Ionization, and Dissolution (MADRID), J. Geophys. Res., 109:D01202, 
doi:10.1029/2003JD003501. 

  

http://www.mmm.ucar.edu/mm5/mm5v3/tutorial/presentations/tut-presentations.html


 25 

Influence of Reducing the Highway Speed Limit to 80 km/h  
on Ozone in Switzerland  

 
Johannes Keller, Sebnem Andreani-Aksoyoglu, Michel Tinguely and André Prévôt 

 
Laboratory of Atmospheric Chemistry, Paul Scherrer Institut, CH-5232 Villigen PSI 

 

Introduction 

Summer 2003 was an extraordinarily hot and dry season with ozone levels frequently 
exceeding the legal thresholds. (BUWAL, 2003; BUWAL, 2004). The number of hours with 
ozone levels > 120 μg m-3 was 2 to 3 times the values recorded in previous years. The most 
frequent exceedances of the NABEL network were measured at the southern stations Lugano 
and Magadino and at the elevated locations Laegern, Chaumont and Rigi. As an emergency 
action to reduce ozone levels in southern Switzerland, a general speed limit of 80 km/h on 
the freeways A2 and A13 of canton Ticino was set from 12 to 17 August 2003. This measure, 
however, was not based on scientific findings.  

In the view of a possibly increased frequency of hot summers, the following questions arose: 

• Is a general speed limit for whole Switzerland during more than 1 week suitable for reducing peak 
ozone? 

• What is the spatial pattern of ozone change? 

• What is the maximum decrease if emissions are reduced in Switzerland only? 

• What is the maximum decrease if emissions are reduced abroad as well? 

To give answers to these questions, the air quality model CAMx (ENVIRON, 2003) together with the 
meteorological pre-processor MM5 (PSU/NCAR, 2004) was applied to 2 nested domains that include 
Switzerland. A new emission inventory for 2000 (reference year) taking into account changes of 
traffic emissions due to the speed reductions to 80 km/h was set up. 

Meteorology 

For the present study 2 nested domains in a Lambert Conformal projection were defined: 

Coarse grid (domain 1): 
centre longitude : 8 deg E  
centre latitude : 47.5 deg N 
grid cell size: 27 km x 27 km 
number of cells: 35 x 29  

Fine grid (domain 2): 
grid cell size: 9 km x 9 km 
number of cells: 72 x 54  
The positions of these domains are shown in Figure 1 together with an example of the wind 
field.  



The current version of MM5 uses 25 pressure levels. The thickness of a given layer varies 
with surface altitude. At the surface pressure of 950 hPa the bottom layer thickness is about 
40 m. 

Time period of the simulation was 4 - 7 August 2003. MM5 was initialized by data of the 
“alpine model” (aLMo) of MeteoSwiss. aLMo is a non-hydrostatic model operational at 
MeteoSwiss since April 2001. It is based on the Local Model (LM) developed in the frame of 
the COnsortium for Small scale MOdelling (COSMO, 2002). MM5 was nudged by both aLMo 
data and surface measurements provided by the Swiss ANETZ stations. Weather conditions 
during that period were characterized by low pressure gradients over Central Europe. Noon 
temperatures varied roughly between 30 and 35 deg C in the Swiss Plateau. Due to the small 
pressure gradients, aLMo wind fields were mostly very irregular, the wind speeds often 
being small. As examples, Figure 1 shows the surface wind fields on 5 August 2003 at 12:00 h 
UTC (13:00 h CET) for the coarse domain 1.  

 
Figure 1: aLMo (black), ANETZ (red) and MM5 (green) wind fields of model domain 1 on 5 August 
2003 at 12:00 h UTC (13:00 h CET). The boundaries of the CAMx domains 1 and 2 are depicted in grey. 
Only every 9
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th aLMo vector and every 3  MM5 vector is shown. rd

Emissions 

Gridded emission rates for regular time intervals (usually 1 h) are required as input for the 
air quality model CAMx. The organic compounds must be converted to species defined in 
the Carbon Bond Mechanism (CBM-IV) (Gery et al., 1989).  

European Anthropogenic Emissions 

Annual emissions and time functions for Europe were kindly provided by the Freie 
Universitaet Berlin (FBU). This inventory was jointly developed with the Umweltbundesamt 
(UBA) and The Netherlands Organisation for Applied Scientific Research (TNO) in the frame 
of the CITY-DELTA project (Stern, 2003; Builtjes et al., 2002). The inventory includes TSP, 
PM10, PM2.5, CH , CO, NH , NMVOC, NO4 3 x and SO  for 12 source categories following the 2
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SNAP classification. The spatial resolution of the inventory is 0.25 deg latitude (~28 km) and 
0.5 deg longitude (~38 km at 47 deg lat). Reference year is 1995. Factors to extrapolate the 
data to 2000 are given for each country. Seasonal, weekly and diurnal variations are available 
as well. TNO provided factors for each SNAP category to convert NMVOCs to CBM-IV 
species. 

Swiss Anthropogenic Emissions 

Road traffic 
Annual road traffic emissions of NOx, CO, NMVOC, toluene, benzene and xylene were 
prepared by INFRAS. Data are split into link and zone emissions. The spatial resolution is 
250m, the co-ordinates are based on the Swiss co-ordinate system. Reference year is 2000. An 
average diurnal variation was provided as well. 

Data sets of 2 scenarios were given: 

• reference scenario:  speed limit on freeways according to current legislation. 

• V80 scenario: general speed limit of 80 km/h on all freeways 

Figure 2 shows the annual NOx emissions for the reference case. The difference of the V80 
and the reference scenario (not shown) differs from zero only on freeways because of the 
general speed limits of 80 km/h or less on other roads. Due to the speed limit, NOx emissions 
decrease typically by 10 to 20 %, on certain freeway sections by up to 35 %. Averaged over 
Switzerland, the reductions relative to road traffic and relative to total NOx emissions are 
7.7% and 4.3%, respectively. Conversely, NMVOC emissions are not significantly affected by 
the speed reduction. 

Industrial and residential NOx

Annual NOx emissions from residential activities, heating, industry, off-road traffic and 
agriculture / forestry on a 200 m resolution were provided by Meteotest. Reference year is 
2000.  

Industrial and residential VOC 

In the frame of the air quality project TRACT an emission inventory was developed for 
September 1992 (Kunz et al., 1995). The resolution is 5 km. From this inventory residential 
and industrial VOC emissions were extracted. The inventory includes 32 species according to 
the chemical mechanism RADM. For CAMx this data has to be converted to the CBM-IV 
mechanism. Using the time projections given by BUWAL (BUWAL, 1995) the emissions were 
converted to 2000.  

NH3

Ammonia is released mainly by manure, followed by waste treatment and road traffic. 
Meteotest provided annual NH3 emissions for 2000 on a 1 km grid. 

Anthropogenic emissions were resampled to the grids of the 2 domains. Figure 3 show the 
gridded emissions of NO of the CAMx coarse domain 1 resampled to 9 km resolution. In the 
area of the fine domain 2 the data are replaced by the domain 2 data. 

 



 
Figure 2: Annual NOx emissions of road traffic resampled to 1 km resolution  
(t NO2 / km2). Data source: INFRAS 

Biogenic Emissions 
The most abundant species are monoterpenes, which are released mainly by spruce and fir. 
Less abundant, but much more reactive is isoprene emitted by oak trees and pasture. NO 
emissions are caused by bacteriological decomposition in soils. Monoterpene and NO 
emissions are temperature dependent, whereas the isoprene release is a function of 
temperature and shortwave irradiance. In Andreani-Aksoyoglu and Keller, 1995 and Keller 
et al., 1995 a methodology for the estimation of biogenic emissions is given. Gridded biogenic 
emissions were calculated directly for the CAMx domains. Land use data were taken from 
the MM5 database, from data of the “Arealstatistik” (100m resolution) issued by the Federal 
office of Statistics (BFS, 1999) and from forest data (1km resolution) of the 
“Landesforstinventar” (Mahrer and Vollenweider, 1983). Gridded temperature and 
shortwave irradiance data were extracted from the MM5 output.  

Photochemical Modelling  
The C
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omprehensive Air Quality Model with Extensions (CAMx) is an Eulerian 
photochemical dispersion model that allows for an integrated “one-atmosphere“ assessment 
of gaseous and particulate air pollution over many scales ranging from urban to regional 
(ENVIRON, 2003). 

Gas-phase chemistry 
There are five gas-phase mechanisms supported in CAMx4 (version CAMx v4.03): four 
different versions of Carbon Bond Mechanism (CBM-IV, Gery et al., 1989) and SAPRC99 
chemical mechanism (Carter, 2000). In this study, CBM-IV mechanism with the extensions 
for aerosol modelling (mechanism 4) was used. Photolysis rates are derived for each grid cell 
assuming clear sky conditions as a function of five parameters: solar zenith angle, altitude, 
total ozone column, surface albedo and atmospheric turbidity. Since the photolysis rates are 



significantly affected by the presence of clouds, a cloud input file is required in case of 
cloudy conditions.  

Aerosol chemistry 
In CAMx4, aerosol processes are linked to the CBM-IV gas-phase mechanism. The gas-phase 
photochemistry forms aerosol precursors via the OH initiated oxidation of SO2 to sulphate, 
production of nitric acid, and formation of condensable organic gases.  

Model Setup 
The size of the CAMx4 coarse domain is 35 grid cells in the east-west direction and 29 grid 
cells in the north-south direction with a resolution of 27 km x 27 km, i.e. the same as the 
MM5 coarse domain. The fine domain contains 68 and 50 grid cells in the east-west and 
north-south direction, respectively, with a resolution of 9 km x 9 km. This size is slightly 
smaller than the MM5 domain to assure proper meteorological conditions at the boundaries. 
There are 10 layers in a terrain-following coordinate system, the first being 30 m above 
ground. Initial and boundary conditions were calculated using the REM-3 European model 
output data for the same time period provided by the Meteorological Institute of Freie 
Universitaet Berlin. REM-3 domain covers almost whole Europe with a resolution of 0.5 x 
0.25 degree. 

 
Figure 3: NO emissions in CAMx domain 1 and 2 calculated for 5 August 2003, 12:00 UTC (14:00 
CEST) (kmol / h). The data were resampled to a common grid cell size of 9 km. Reference year of the 
original emission data is 2000. The boundaries of the CAMx domains 1 and 2 are depicted in green.  

Emission Scenarios 
The following scenarios were selected: 

Scenario 1 (base case):  
time period for model runs: 4-7 August 2003 
reference year for emissions: 2000 
current speed pattern on Swiss roads (legal limits 80 / 120 km/h) 

Scenario 2: 
general speed limit on Swiss highways: 80 km/h 
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Scenario 3: 
50% reduction of NOx and VOC emissions in Switzerland only 

Scenario 4: 
50% reduction of NOx and VOC emissions in whole Europe 

Results  

Scenario 1 (base case) 
Only the part of fine domain covering Switzerland will be discussed in this section. The 
highest ozone mixing ratios in the lowest layer were predicted generally in the afternoon 
between 13:00 and 16:00 UTC (Figure 4). Ozone levels on 5 August are rather high in 
southern Switzerland, around Lugano, under the influence of southerly winds with polluted 
Po Basin air. 

 
Figure 4: Predicted O3 mixing ratios (ppb) on 5 August 2003, at 13:00-14:00 UTC. 

Scenario 2 
In this case, emissions were adjusted to a speed limit of 80 km/h on the freeways. Changes 
in peak ozone concentrations in the lowest layer due to reduced speed limit are shown as 
percentages in Figure 5. Blue colour indicates a decrease in ozone mixing ratios in 
percentage, and red colour shows the increase. 

Ozone concentrations increased in the morning along the highways due to the fact that 
ozone production is usually VOC-limited during the morning hours. On the other hand, 
ozone decreased in the afternoon when ozone formation becomes more NOx-limited. This is 
the case for every day of the studied period. 

The decrease in ozone levels due to speed reduction, however, is very small, lower than 1%. 
Keeping in mind that NOx emissions decreased only by about 4% and VOC emissions were 
not significantly affected by speed reduction, the small influence on ozone concentrations is 
not surprising. Other studies with similar measures indicated the need for emission 
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reductions larger than 50% to achieve considerable decreases of ozone (Umweltbundesamt, 
2004). 

Scenario 3 
The change in peak ozone when reducing NOx and VOC by 50 % in Switzerland only is 
shown in Figure 6. Reductions up to 10 % are feasible in the Swiss plateau. In southern 
Switzerland, however, this abatement strategy is inefficient because of the strong influence of 
the Po Basin. 

Scenario 4 
If NOx and VOC are reduced by 50 % in the whole domain, ozone levels may be reduced by 
up to 18 % (Figure 7). This effect is strongest in southern Switzerland, due to the reduction in 
the Milan area. 

Conclusions  

The influence of the traffic speed reductions to maximum 80 km/h in Switzerland on ozone 
concentrations is not very high, typically lower than 1%. This can be backed up by a back-of-
the-envelope calculation. In the beginning of the 90s, results from the POLLUMET (Pollution 
and Meteorology) project in Switzerland suggested that around 30% of the ozone 
concentrations could be controlled by Swiss emissions during summer smog situations 
(BUWAL, 1996). Due to lower emissions nowadays, a lower amount, around 25%, can be 
estimated to be controllable today. The Swiss NOx emissions in the traffic scenario were 
calculated to be around 4% lower than in the base case. If the response of the ozone 
production is linear to the NOx emissions, 4% of 25% yielding 1% of the ozone concentrations 
could be reduced. This is true for NOx-limited conditions. The response can be opposite if the 
ozone production is VOC-limited. This could be shown for the morning hours when the 
ozone production is usually VOC-limited and the ozone increased in the traffic scenario near 
the highways. Overall, the traffic speed reduction alone is not enough to significantly reduce 
the ozone levels. However it should be noted that the NOx concentrations and the aerosol 
concentrations also decrease in such a traffic scenario. This leads to a relief in addition to the 
small ozone reduction during these summer smog conditions.  

Larger scale (Central Europe) emission decreases would yield better results than just 
decreases within Switzerland, but our model runs indicate that also in this case larger 
emission reductions than speed limitations on highways are necessary to make a detectable 
difference in ozone. More important for the ozone reductions in Switzerland will be the long-
term emission developments in Switzerland, the surrounding countries, and to some extent 
even in the whole northern hemisphere. The influence of past and possible future emission 
changes in Switzerland and in the near surroundings will be investigated in a follow-up 
study.  



 

 
Figure 5: Predicted change in O3 mixing ratios (%) due to speed limit, on 5 August 2003, at 06:00-07:00 
UTC (top), 13:00-14:00 UTC (bottom). Blue colour shows the decrease, red colour shows the increase. 
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Figure 6: Change in peak ozone level (%) due to a 50% decrease of NOx and VOC emissions in 
Switzerland only.  

 
Figure 7: Change in peak ozone level (%) due to a 50% decrease of NOx and VOC emissions in the 
whole model domain.  
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Abstract 

The THOR system is a highly integrated model system, capable of performing forecasting of 
meteorological and chemical weather for the general public as well as air quality scenarios, 
assessment and management for decision-makers. It consists of several meteorological and 
air pollution models, developed at NERI during the latest decades and is capable of 
operating for different applications and at different scales. The main purposes of the THOR 
system are forecasting, nowcasting, emission reduction scenarios, retrospective analyses and 
air pollution assessments and management. The system is capable of accurate and high-
resolution three-days forecasting of weather and air pollution from regional scale over urban 
background scale and down to individual street canyons in cities – on both sides of the 
streets. The coupling of models over different scales makes it possible to account for 
contributions from local, near-local as well as remote emission sources in order to describe 
the air quality at a specific location - e.g. in a street canyon or in a park. The system is 
presently operational for several cities in Denmark and is used for information and warning 
of the public in cases of high air pollution levels and for policy management (e.g. by 
emission reduction or traffic scenarios) of many different chemical compounds. The system 
is also used in connection with both the urban and rural monitoring programs in Denmark. 
Furthermore, the system is capable of forecasting air pollution from accidental releases as 
e.g. nuclear power plants, industrial sites and fires. 

The THOR Integrated Model System 

The general concept of the THOR model system (illustrated in figure 1) is to form a basis for 
an open framework of model integration. Not only atmospheric models are included in the 
system, even though these models form the core of the framework, but also e.g. effect models 
for human exposure, marine models, terrestrial models, and social models. The basic 
framework idea is the operationalisation of data flow and communication between these 
different types of models, input data, measurements, results, visualisations, end-
users/decision-makers. This means that the system should be ready (operational) to give 
answers to (any) specific questions or problems within the atmospheric environment besides 
modelling the chemical weather (Lawrence et al., 2005). The system was initially developed 
in the spring of 1998 (Brandt et al., 2001a; 2001b; 2001c; 2003) and has been running 
operational since then. At present the system includes global meteorological data from either 
NCEP or ECMWF used as initial and boundary conditions for the numerical weather 



forecast models Eta and/or MM5v3. The weather data is used to drive the air pollution 
models, including the different versions of the Danish Eulerian Hemispheric Model 
(DEHM), the Urban Background Model (UBM), the Operational Street Pollution Model 
(OSPM), the accidental release model (DREAM), the Gaussian plume model (OML) and 
others. Results from the air pollution models are implemented and used e.g. in models for 
human exposure, marine models, and economic assessment of impacts on human health. The 
weather forecast model Eta, and the air pollution models DEHM-REGINA, UBM and OSPM 
is presently running operationally four times every day, producing three-days air pollution 
forecasts from European scale, over urban background scale to urban street scale. For every 
forecast, more than 3000 visualizations are produced for quality analysis and a subset of this 
information is provided to the public via the Internet, local radio, TV, and newspapers. In the 
following, the individual models are described. The ozone forecasts from the THOR system 
was compared with forecast data from other forecast systems in Europe in Tilmes et al., 
(2002) showing good performance. 

 
Figure 1. A schematic diagram of the models/modules in the operational THOR system and data flow 
within the system. 

Meteorological models 

Two different mesoscale numerical weather prediction models are used as meteorological 
drivers for the model: the MM5v3 model (Grell et al., 1995) or the Eta model (Janjić, 1994). 
Global analyzed meteorological data available from 1979 to 2004, used as input to the 
MM5v3 mesoscale modelling system, are obtained from the European Centre for Medium-
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range Weather Forecasts (ECMWF), while global analyzed- and forecast data from the 
National Centers for Environmental Prediction (NCEP) available for the period from 1998 to 
present is used as input to the Eta model. Data from NCEP global circulation model are the 
starting point for nearly all weather forecasts in the USA, and for many forecast systems in 
Europe. An example of output from the Eta model is given in figure 2. The setup and the 
application of the Eta model in the THOR system is documented in Brandt et al., (2004a; 
2004b). 

 
Figure 2. An example of results from the numerical weather forecast model Eta, including the 6 hour 
accumulated precipitation and mean sea level pressure for Europe (left figure) and Denmark (right 
figure). 

DEHM-REGINA 

The weather forecast is used as input to the photo-chemical version of the long-range 
transport air pollution model the Danish Eulerian Hemispheric Model (DEHM-REGINA) 
(Frohn et al., 2002) producing air pollution forecasts on regional background scale (e.g. the 
greater European scale). The operational version of the model calculates transport, 
dispersion, deposition and chemistry (including photochemistry) of 63 chemical compounds. 
A chemical scheme similar to the EMEP scheme with 63 species and 120 chemical reactions is 
included in the model. Three of the species are particulates (PM25, PM10, TSP). Furthermore 
sea salt is implemented in the model. The model was tested in a model intercomparison 
exercise, see Loon et al., (2004). 

The emissions are based on a combination of the GEIA (Global Emissions Inventory 
Activity), the EDGAR (Emission Database for Global Atmospheric Research) and the EMEP 
emissions (European Monitoring and Evaluation Programme). The dry deposition velocities 
of the species are based on the resistance method. The wet deposition is parameterized by a 
simple scavenging ratio formulation with different in-cloud and below-cloud scavenging. 

DEHM is in general based on a set of coupled full three-dimensional advection-diffusion 
equations. The original model covers the majority of the Northern Hemisphere with 
currently one two-way coupled nest over Europe implemented. The horizontal resolution in 
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the mother domain is 150 km x 150 km, and the nesting factor is three giving a resolution in 
the first nest of 50 km x 50 km. The nested grid is a sub grid of the EMEP 50 km x 50 km grid. 
The vertical discretization is defined on an irregular grid with 20 layers up to ~15 km. The 
advection is solved numerically using an Accurate Space Derivatives scheme with non-
periodic boundary conditions for the horizontal advection and a finite elements scheme for 
the vertical advection. The diffusion is solved using the finite elements scheme.  

 

 
Figure 3. An example of forecasted results from the long range transport model for NO2 for Europe 
(left figure) and Denmark (right figure). 

 

Four other versions of DEHM exist: 1) DEHM-CO2 version, including atmospheric transport 
and biogenic and anthropogenic fluxes of CO2 (Geels et al, 2004), 2) DEHM-Hg - a mercury 
version, including 14 mercury species (Christensen et al., 2004), 3) DEHM-POP, which is 
presently including α-HCH (Hansen et al., 2004) , and 4) DEHM-Sulphur: SO , SO2 4 and lead 
(Christensen, 1997). 

Urban background model, UBM 

Meteorological data from the weather forecast and air pollution concentrations from the 
long-range transport model are subsequently used as input to the Urban Background Model, 
UBM, calculating the urban background air pollution based on emission inventories with a 
spatial resolution down to one kilometer.  
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The UBM model is suitable for calculations of urban background concentrations when the 
dominating source is the road traffic. For this source the emissions take place at ground level, 
and a good approximation is to treat the emissions as area sources, but with an initial vertical 
dispersion determined by the height of the buildings. The applied emission data have to be 



provided on a grid with the same resolution as used in the model. The concentrations 
calculated by the model include NO, NO , NO
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2 x, O3, CO, benzene and particles. Contributions 
from the individual area sources, subdivided into a grid with a resolution down to 1 km x 1 
km, are integrated along the wind direction path assuming linear dispersion with the 
distance to the receptor point. Horizontal dispersion is accounted for by averaging the 
calculated concentrations over a certain, wind speed dependent, wind direction sector, 
centred on the average wind direction. Formation of the nitrogen dioxide due to oxidation of 
NO by ozone is calculated using a simple chemical model based on an assumption of 
photochemical equilibrium on the time scale of the pollution transport across the city area. 
This time scale governs the rate of entrainment of fresh rural ozone. The model is described 
in more detail in Berkowicz (1999b). 

 
Figure 4. Examples of forecasted maximum afternoon NO2 concentrations from the Urban background 
model for the City of Aalborg (left figure) and the City of Copenhagen (right figure) for November 
12th, 2002. The forecast started November 12th at 00 UTC. The unit in the left figure is ppb and g/m3 

in the right figure. 

 

The model is e.g. run operationally for the central city of Copenhagen and for the city area of 
Aalborg, Denmark, and the results of these calculations are published on the Internet four 
times each day. Figure shows concentrations of nitrogen-dioxide over the city of Aalborg (left 
figure) and the city of Copenhagen (right figure). 

Operational Street Pollution Model, OSPM 

The output from the urban background model is used as input to the Operational Street 
Pollution Model, OSPM, producing the air pollution concentrations at street level at both 
sides of the streets in cities. The OSPM model is a parameterized semi-empirical model 
making use of a priori assumptions about the flow and dispersion conditions in a street 



canyon. In the model, concentrations of exhaust gases are calculated using a combination of a 
plume model for the direct contribution and a box model for the recirculating part of the 
pollutants in the street. Parameterization of flow and dispersion conditions in street canyons 
was deduced from extensive analysis of experimental data and model tests. Results from 
these tests have been used to improve the model performance, especially with regard to 
different street configurations and a variety of meteorological conditions. The model 
calculates air concentrations of NO, NO , NO
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2 x, O3, CO, benzene and particles in the street 
canyon at both sides of the street. A schematic diagram showing the principles behind the 
model is given in figure 5. 

 
Figure 5. Left figure: A schematic diagram of the vortex in a street canyon. In this situation where the 
wind is coming from the left at the roof top, the concentrations at the windward side of the street is 
dominated by the urban background concentrations and the concentrations at the leeward side of the 
street is dominated by the direct plume from the vehicles. Right figure: An example of a three days 
forecast of concentrations using the OSPM model for November 2002. The blue line represents the 
concentrations at the western side of the street and the dotted line represent the concentrations at the 
eastern side of the street. 

 

Due to the circulation of air in street canyons, the air pollution concentrations can be very 
different at the two sides of a street. This is illustrated in the figure. The right figure shows a 
three-day forecast of air pollution concentrations at the eastern and western side of a street in 
Copenhagen for different chemical compounds. Depending on the meteorological situation, 
the concentration levels are very different. The OSPM has been successfully tested for many 
different cities in the world. For a more detailed description of the model, see Berkowicz 
(1999a). 

The DREAM model 

The weather forecast also drives the Danish Rimpuff and Eulerian Accidental release Model, 
DREAM (Brandt 1998; Brandt et al., 2002), used in connection with accidental releases at 
greater scales as e.g. the Chernobyl accident. DREAM is a combined Lagrangian and 
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Eulerian model, where the Lagrangian part handles the initial near-source transport and 
dispersion (up to ~300 km from the source) and the Eulerian part calculates transport and 
dispersion in an area covering e.g. Europe. The model can be used for any accidental release 
from power plants, industrial sites, natural and human made fires, etc. Recently, the model 
was setup and applied for a large fire at a fire-works storage building in the city of Kolding, 
Denmark. 

Examples of validation 
The model system has been operational since August 1998, which means that more than six 
years of data are available for validation and evaluation of the coupled system. Examples of 
comparison of some model results with measurements given as time series for January 2000 
and June 2003 are given in figure 6.  

The upper left figure shows a comparison of hourly values of measured meteorological 
parameters in the city of Aalborg, Denmark, and the weather forecast for January 2000. The 
figures to the right show a comparison of hourly values of measured concentrations and the 
air pollution forecast using the Operational Street Pollution Model at the street Vesterbro, 
Aalborg for January 2000 and June 2003. The lower figure to the left shows results obtained 
from the UBM model compared to measurements for June 2003. As seen in the figures, the 
models produce very accurate forecasts of both weather and air pollution parameters.  

All weather and air pollution data from the system can be disseminated to the authorities, 
decision-makers and the public. The raw data can be displayed as maps or as time series. 
Furthermore, information about exceedances of critical air pollution levels can be extracted 
and displayed as color codes or given as compressed information, as e.g. "below mean", 
"mean", "above mean", "high" or "warning". 
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Figure 6. Comparison of hourly values of measured meteorological parameters in the city of Aalborg, 
Denmark, and the weather forecast for January 2000 (upper left figure). Comparison of hourly values 
of measured concentrations and the air pollution forecast using the Operational Street Pollution 
Model at the street Vesterbro, Aalborg for January 2000 and June 2003 (right figures). Results obtained 
from the UBM model compared to measurements for June 2003 (lower left figure). 
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Ongoing developments 

Ongoing developments of the system include implementation of different data assimilation 
techniques (4D-var and Optimum Interpolation) for ground based and satellite data in order 
to improve the air quality forecasts and retrospective model runs at different scales.  

Furthermore, scenario data from a global climate model is being included to assess the future 
impacts of a changing climate within the 21st century on the air pollution concentrations and 
depositions with focus on the European and Arctic areas.  

A new model, DEHM-DK, which is a high-resolution (down to 1 km x 1 km), national scale 
model, especially designed for modelling air pollution important for eutrophication in 
terrestrial and marine eco-systems as well as human exposure in cities is under 
development. The work concerning the inclusion of particles in all models for calculating 
PM25, PM10, and TSP from regional scale and down to street scale are continuing. 

The DEHM-REGINA model together with the OML model forms a basis for assessing costs 
from air pollution related impacts on human health. Residuals from model runs with and 
without specific sources (e.g. a power plant) are combined with exposure-response functions 
to give the impacts. Valuation of the different responses allows estimate of the damage (or 
"cost"). Currently, comparisons with results from the EcoSense software developed within 
the ExternE methodology for Danish conditions are carried out. This setup within the THOR 
system facilitates estimation of costs related to e.g. one specific power plant or industrial unit 
and will - once completely developed - form a powerful basis for management. 
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Introduction 
The main problem in forecasting urban air pollution is the prediction of episodes with high 
pollutant concentrations in urban areas, where most of the well-known methods and models 
based on in situ meteorological measurements, fail to realistically produce the 
meteorological input fields for the urban air pollution models.  

Urban air pollution models in operational urban air quality information and forecasting 
systems, as a rule, use simple in-situ meteorological measurements which are fed into 
meteorological pre-processors (Fig. 1). Lacking an adequate description of physical 
phenomena and the complex data assimilation and parameterisations of numerical weather 
prediction (NWP) models, these pre-processors do not achieve the potential of NWP models 
in providing all the meteorological fields needed by modern urban air pollution models to 
improve urban air quality forecasts. 

During the last decade substantial progress in numerical weather prediction modelling and 
in the description of urban atmospheric processes has been achieved. Modern nested NWP 
models are utilising land-use databases down to hundred metres resolution or finer, and are 
approaching the necessary horizontal and vertical resolution to provide weather forecasts for 
the urban scale. In combination with the recent scientific developments in the field of urban 
sublayer atmospheric physics and the enhanced availability of high-resolution urban surface 
characteristics, the capability of the NWP models to provide high quality urban 
meteorological data will therefore increase.  

Despite the increased resolution of existing operational numerical weather prediction 
models, urban and non-urban areas mostly contain similar sub-surface, surface, and 
boundary layer formulations. These do not account for specifically urban dynamics and 
energy exchange and their impact on the numerical simulation of the atmospheric boundary 
layer and its various characteristics (e.g. internal boundary layers, urban heat island, 
precipitation patterns). Additionally numerical weather prediction models are not primarily 
developed for air pollution modelling and their results need to be designed as input to urban 
and meso-scale air quality models. Therefore the situation in urban air quality information 
and forecasting systems is changing and requires a revision of the conventional conception 
of urban air pollution forecasting. 
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Figure 1. Current regulatory (dash line) and suggested (solid line) ways for systems of forecasting of 
urban meteorology for urban air quality information and forecasting systems 

Project Objectives and Implementation 

In response to the above research needs, a new European Union research project Integrated 
Systems for Forecasting Urban Meteorology, Air Pollution and Population Exposure 
(FUMAPEX, project web-site: http://fumapex.dmi.dk) was initiated within the COST 715 
community, and submitted to the Fifth Framework Programme, Subprogramme: 
Environment and Sustainable Development, Key Action 4: City of Tomorrow and Cultural 
Heritage. FUMAPEX started in November 2002 and will continue for a period of three years. 
It is also a member of the Cluster of European Urban Air Quality Research CLEAR 
(http://www.nilu.no/clear). 

The main objectives of FUMAPEX are to improve meteorological forecasts for urban areas, to 
connect numerical weather prediction models to urban air pollution and population 
exposure models, to build improved Urban Air Quality Information and Forecasting 
Systems, and to demonstrate their application in cities subject to various European climates. 
The FUMAPEX scheme for the improvement of meteorological forecasts in urban areas, 
interfaces and integration with urban air pollution and population exposure models for 
urban air quality information forecasting and information systems (UAQIFS) is presented in 
Figure 2. 

The improvement of urban meteorological forecasts will also provide information to city 
managers regarding other hazardous or harmful urban climates (e.g. urban runoff and 
flooding, icing and snow accumulation, high urban winds or gusts, heat or cold stress in 
growing cities and/or a warming climate). Moreover the availability of reliable urban scale 
weather forecasts could be of relevant support for the emergency management of fires, 
accidental toxic emissions, potential terrorist actions etc. 
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In order to achieve the goal of establishing and implementing an improved new urban air 
quality information forecasting and information system to assist sustainable urban 
development, the following steps are being undertaken: 

1. improve predictions of the meteorological fields needed by urban air pollution models 
by refining resolution and developing specific parameterisations of the urban effects in 
numerical weather prediction models,  

2. develop suitable interface/meteorological pre-processors from numerical weather 
prediction to urban air pollution models, 
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Figure 2. FUMAPEX scheme of the improvements of meteorological forecasts (numerical weather 
prediction) in urban areas, interfaces and integration with urban air pollution and population 
exposure models for urban air quality information forecasting and information systems. 

 

3. validate the improvements in numerical weather prediction models and meteorological 
pre-processors by evaluating their effects on the urban air pollution models against 
urban measurement data,  

4. apply the improved meteorological data to urban air quality information and forecasting 
systems, emergency preparedness and population exposure models and compare and 
analyse the results, and 
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5. link meteorologists and numerical weather prediction modellers with urban air 
pollution scientists and the end users of urban air quality information and forecasting 
systems. 

The necessary steps are divided in separate, interlinked work packages involving 16 
participants and 6 subcontractors (see list below). They represent numerical weather 
prediction centres, research organisations, and organisations responsible for urban air 
quality, population exposure forecasts and control, and local authority or city authorities 
from ten European countries.  

The work packages consist of: 

1. Analysis and evaluation of air pollution episodes in European cities (led by J. Kukkonen, 
Finnish Meteorological Institute) 

2. Assessment of different existing approaches to forecast urban air pollution episodes (led 
by R.S. Sokhi, University of Hartfield, UK) 

3. Testing the quality of different operational meteorological forecasting systems for urban 
areas (led by B. Fay, German Meteorological Service DWD) 

4. Improvement of parameterisation of urban atmospheric processes and urban 
physiographic data classification (led by A. Baklanov, Danish Meteorological Institute) 

5. Development of interface between urban-scale NWP and urban air pollution models (led 
by S. Finardi, Arianet, Italy) 

6. Evaluation of the suggested system (UAQIFS) to uncertainties of input data for urban air 
pollution episodes (led by N. Bjergene, Norwegian Meteorological Institute DNMI) 

7. Development and evaluation of population exposure models in combination with urban 
air quality information forecasting and information systems (led by M. Jantunen, 
National Public Health Institute KTL, Finland) 

8. Implementation and demonstration of improved Urban Air Quality Information and 
Forecasting Systems (led by L.H. Slørdal, Norwegian Institute for Air Research NILU) 

9. Providing and dissemination of relevant information (led by A. Skouloudis, EU Joint 
Research Centre, Ispra) 

10. Project management and quality assurance (led by A. Rasmussen, Danish 
Meteorological Institute). 

The project involves the following steps.  

Classification of air pollution episodes focusing on relevant meteorological variables 

1. Identification and classification of various types of air pollution episodes in cities located 
in different European climatic and geographic regions.  

2. Key pollutants relevant to EU Air Quality Directives and Daughter Directives 
(EC/96/62; EC/99/30) will be selected for different regions/city characteristics.  

3. Classification of meteorological conditions leading to pollution episodes and 
identification of the more relevant meteorological parameters to define these conditions 
in various European climatic regions. 
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4. Compilation and analysis of existing datasets of concentration and meteorological data 
measured during pollution episodes in different European climatic and geographic 
regions. 

Improvement of the quality of urban meteorological forecasting for urban air pollution and exposure 
models  

1. Improvement of urban weather forecasts and calculation of key meteorological 
parameters for pollution episodes. A hierarchy of numerical weather prediction models 
from large-scale global circulation models to local-scale obstacle-resolving 
meteorological models will be employed (see Figure 11.1). 

2. Improvement of boundary layer formulations and parameterisations, and the 
physiographic data description of urban areas.  

3. Development of assimilation techniques with satellite remote sensing data in numerical 
weather prediction models. 

4. Development of interfaces to connect numerical weather prediction to urban air 
pollution models. 

Verification of the improved numerical weather prediction, urban air pollution and population 
exposure models  

1. Evaluation of improved urban meteorological forecast models based on urban air 
pollution episodes.  

2. Estimation of sensitivity of urban air pollution models to uncertainties in meteorological 
input data.  

3. Evaluation of the impact of the improved output of the urban air quality models on 
simulations of an urban population exposure model.  

Application of Urban Air Quality Information Forecasting and Information Systems (UAQIFS) and 
emergency systems  

1. Integration of the improved numerical weather prediction, urban air pollution and 
population exposure models into urban air quality information and forecasting systems.  

2. Implementation of the new improved urban air quality information and forecasting 
system in air quality forecasting mode to be applied in four target cities, in urban 
management or public health and planning mode in one selected target city, and of the 
emergency preparedness system in one selected target city.  

3. The six target cities for testing the improved systems implementations in association 
with end users are: Oslo (Norway), Turin (Italy), Helsinki (Finland), Castellon/Valencia 
(Spain), Bologna (Italy), and Copenhagen (Denmark).  

Current Urban Meteorology Achievements 

Testing the quality of different operational meteorological forecasting systems for 
urban areas 
The focus of this aspect of the work is on the description of existing forecasting systems and 
the evaluation of their capability to forecast key meteorological parameters in urban areas. 
Partners in FUMAPEX use different operational numerical weather prediction (NWP), or 
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research mesoscale models, for providing the meteorological input data for the urban air 
pollution models in the urban air quality information and forecasting systems. Therefore the 
tasks comprise:  

1. the description and comparison of the selected operational NWP models 

2. the harmonised analysis and evaluation of the model simulations with original, and 
increased model resolution, but unaltered physics for agreed cities and episodes, and 

3. the controlled inter-comparison of the simulations of the various models. 

These results provide the basis for explaining and quantifying the model improvements 
planned in subsequent work and also supply useful information to modellers and regulatory 
authorities. The numerical weather prediction and meso-meteorological models for which 
'urbanisation' are considered include: 1. DMI-HIRLAM model (DMI); 2. Lokalmodell (LM) 
(DWD); 3. MM5 model (DNMI, UH); 4. RAMS model (CEAM, Arianet); 5. Topographic 
Vorticity-Mode Mesoscale (TVM) Model (UCL); 6. Finite Volume Model (FVM) (EPFL); 7. 
SUBMESO model (ECN). 

A model overview (Fay, 2003) has been completed of operational mesoscale numerical 
weather prediction models, plus established research mesoscale models used in four 
European national weather services, one regional weather service, and in many European 
and international research centres/universities as operational numerical weather prediction 
models and as input to air pollution modelling. It contains detailed information on all model 
aspects including information on the different interfaces, or pre-processors, converting the 
numerical weather prediction output data into input data for urban air pollution models. For 
an effective comparison of model characteristics, summary tables are provided for all models 
concerning model scales, initialisation, nesting capabilities, parameterisations and especially 
turbulence treatment which is a basic requisite for the work of improving and exchanging 
parameterisations and for some of the interfaces and pre-processors used. 

A model comparison design study has also been completed on model comparison and 
evaluation (Fay, 2003a). It deals in detail with the choice of cities and episodes, and the 
various theoretical and applied aspects of evaluation methodology for episode, as well as for 
longer-term evaluation. The choice of cities, the proposed evaluation strategy, and the 
harmonised use of the GRADS visualisation software and of the MMAS evaluation tool 
(FMI) had been discussed and agreed upon. Information has been collected on standard 
numerical weather prediction evaluation and verification in the European CityDelta, 
ENSEMBLE and AUTOOIL-II projects.  

With focus on winter and spring episodes in Helsinki, simulations have been undertaken 
using the operational numerical weather prediction/mesoscale models HIRLAM, LM, MM5 
and RAMS. Results show improvements with increasing model resolution (down to 1.1 km) 
but the need for adapted external parameters and urbanised parameterisations was 
apparent. Harmonised model evaluation and comparison was discussed in detail 
(Neunhäuserer et al., 2004) and will be performed for all target cities.  
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Improvement of parameterisation of urban atmospheric processes and urban 
physiographic data classification 
The following urban features can influence the atmospheric flow, microclimate, turbulence 
regime and, consequently, the transport, dispersion, and deposition of atmospheric 
pollutants within urban areas:  

1. local-scale non-homogeneities, sharp changes of roughness and heat fluxes, 

2. the building effect in reducing wind velocity, 

3. redistribution of eddies, from large to small, due to buildings, 

4. trapping of radiation in street canyons, 

5. effect of urban soil structure on diffusivities of heat and water vapour, 

6. anthropogenic heat fluxes, including the urban heat island effect, 

7. urban internal boundary layers and the urban mixing height, 

8. effects of pollutants (including aerosols) on urban meteorology and climate, 

9. urban effects on clouds and precipitation. 

Accordingly the following aspects of urban effects have been considered in improved urban-
scale numerical weather prediction models:  

1. higher spatial grid resolution and model downscaling, 

2. improved physiographic data and land-use classification, 

3. calculation of effective urban roughness, 

4. calculation of urban heat fluxes, 

5. urban canopy and soil sub-models, 

6. simulation of the internal boundary layers and mixing height in urban areas, 

7. urban measurement assimilation in numerical weather prediction models. 

Since these involve many complexities the FUMAPEX project has decided to concentrate on 
three main steps, or levels of complexity in NWP urbanisation (Baklanov, 2003):  

1. corrections to the surface roughness for urban areas (Baklanov and Joffre, 2003) and to 
the heat fluxes (by adding an extra urban heat flux, e.g., via heat/energy 
production/use in the city, heat storage capacity and albedo change) in the existing non-
urban physical parameterisations of the surface layer in higher resolution NWP models 
with improved land-use classification. Furthermore, an analytical model for wind 
velocity and diffusivity profiles inside the urban canopy is suggested (Zilitinkevich and 
Baklanov, 2004). 

2. improvement and testing of a new flux aggregation technique, suggested by the Risø 
National Laboratory in co-operation with DMI (Hasager et al., 2003) for urban areas. 
Recently this module was coupled to the DMI-HIRLAM model for non-urban areas. The 
approach can be extended for urban canopies as well. However, experimental data are 
needed to verify parameterisations for urban areas. 

3. implementation of special physical parameterisations for the urban sublayer into the 
numerical weather prediction models. It is planned to incorporate into both the 
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HIRLAM and LM models a new urban module, developed within FUMAPEX, and 
based on the following two different urban submodels: 

• the urban surface exchange parameterisation, developed by the Swiss team, (the model 
description is given by Martilli et al., 2002); 

• the SM2-U urban area soil submodel, developed by the French team, (the model 
description is given by Dupont et al., 2002). 

At the current stage of progress the following examples of ‘urbanisation’ within models have 
been completed (Baklanov et al., 2003). 

1. Increased resolution and surface data bases for the roughness length calculation in 
operational numerical weather prediction models have been tested in DMI-HIRLAM, 
LM, MM5 and RAMS models. For instance, DMI-HIRLAM has been run semi-
operationally for Denmark with a horizontal grid resolution of 1.4 km and 1 km land-
use classification including 21 land classes and subclasses of urban areas. DWD finalised 
and successfully tested the LM2LM that provides initial and boundary values of the 
local model with coarser resolution needed to calculate the LM with higher resolution. 
Using the LM2LM, three level nested LM forecasts (7, 2.8, 1.1km) have already been 
performed. 

2. Modified parameterizations and algorithms for roughness parameters in urban areas 
based on the morphometric method are being developed. Urban database analysis for 
mapping morphometric and aerodynamic parameters is tested using the St. Jerome case 
study, from the ESCOMPTE experiment (see Chapters 4 and 5).  

3. Improved models for urban roughness sublayer simulation, including (i) effective 
roughness and flux aggregation techniques, (ii) effect of stratification on the surface 
resistance over very rough surfaces, (iii) roughness lengths for momentum, heat, and 
moisture have been suggested.  

4. It has been shown that the roughness length depends on the atmospheric temperature 
stratification, new parameterisations for the effect of stratification on the surface 
resistance over very rough surfaces are suggested. The roughness lengths for 
momentum, temperature and moisture are different for urban areas. Several possible 
parameterisations for the scalar roughness length for urban areas have been 
recommended for urban-scale numerical weather prediction models, but they need to be 
verified and improved. 

5. As the next step in the ‘urbanisation’ of numerical weather prediction, it is suggested 
that the urban roughness sublayer is parameterised by the Martilli model. This method 
is more advanced than the roughness approach, but more expensive computationally in 
NWPs. This urban sublayer model, which combines the thermal and dynamical effect of 
the urban canopy, has already been introduced in the TVM model. 

6. Experimental studies of urban roughness inhomogeneity effects on the urban boundary 
layer development has been undertaken by the University of Hamburg and the results 
have been made available for model verification. 

7. EPFL improved the Martilli's module to simplify its introduction in other models and 
tested it using the BUBBLE measurements. They are preparing the computer code as a 
separate module, suitable for implementation into numerical weather prediction models.  
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8. ECN further developed a 1-dimensional, 2-dimensional and box version of the SM2-U 
model and implemented SM2-U and a simplified Martilli parameterisation in the MM5 
model. ECN tests of SM2-U on CLU-ESCOMPTE Marseilles data are in progress.  

9. The sea surface temperature data, obtained from an algorithm based on NOAA satellite 
high-resolution images, have been incorporated by CEAM into the RAMS model. The 
land categories (from CORINE and PELCOM datasets) have been reclassified following 
the USGS categories. 

Development of interface between urban scale numerical weather prediction and 
urban air pollution models 
The possibility of obtaining reliable air quality forecasts in urban areas depends on the 
exploiting appropriately meteorological and air quality models’ technical features. To reach 
this objective the communication between models has to be physically consistent and 
finalised to practical applications. This includes specifically the need to incorporate the 
improved description of the urban boundary layer introduced in numerical weather 
prediction models. The main activity has been to identify interfaces: what physical variables 
have to be processed or estimated, which computational methods are normally used and 
what kind of improvements are desired to better exploit the new features of 
parameterisations and ‘urbanised’ meteorological models that are under development in the 
FUMAPEX project (Finardi, 2003). 

The analysis of typical output parameters of numerical weather prediction models and their 
comparison with the urban air pollution models identified the necessary main computations 
to be performed by interface modules and what improvements in the existing software are 
desirable and can be achieved. Urban air pollution models have been grouped into four 
classes for which the interface modules have to perform similar processing of meteorological 
data. The first class includes statistical models, which do not need any particular calculation 
from the interface system. They simply need to be given single valued meteorological data 
extracted from the coupled meteorological model. 

A more numerous class of simple models includes all the approaches based on a steady state 
solution of dispersion equation. The models included in this class normally require 
meteorological data at a single point or possibly a vertical profile. Moreover they normally 
require evaluation of turbulence scaling parameters.  

A third class of three-dimensional models includes all the models based on Lagrangian 
description of dispersion phenomena. These models usually need 3-D fields of average 
quantities (wind, temperature, humidity and possibly turbulent kinetic energy), 2-D surface 
fields (precipitation, sensible heat flux, friction velocity and Monin-Obukhov length), and 3-
D turbulence fields that are usually described by wind variances and Lagrangian time scales. 
The turbulence describing variables have to be evaluated from mean variables, turbulent 
kinetic energy or KH, KZ and scaling parameters. 

The final class includes 3-dimensional Eulerian models. The Eulerian dispersion coefficients 
(KH, KZ) produced by numerical weather prediction models could be directly used by these 
air quality models. Nevertheless the direct use of dispersion coefficients calculated by NWP 
models is not always possible or advisable, and therefore, interfaces for Eulerian models 
have often to implement capabilities to compute turbulence parameters from mean variables 
and scaling parameters. This last possibility can also use the meteorological data provided by 
the numerical weather prediction models supplemented by high resolution physiographic 
data, or even observations. 
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The possible and desirable improvements for each model interface class have been identified 
in a preliminary way. Progresses in the description of urban meteorology and turbulence can 
be obtained from both the urbanisation of meteorological models and from the improvement 
of the built-in turbulence models implemented by the interface modules. Progress in this 
domain will be a critical step in enhancing our capabilities to simulate and forecast urban 
meteorology and air quality. 
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Abstract 

Accordingly to the Air Quality Framework Directive 96/62/EC, plans and programmes 
should be implemented in zones and agglomerations where pollutants ambient air 
concentrations exceed the limit target values, in order to guarantee its reduction and future 
law accomplishment. At the national level, the Portuguese Institute of Environment manages 
the air quality monitoring network, with stations distributed mainly on the coast and 
concentrated in the large agglomerations. Due to this restricted spatial distribution of the 
monitoring sites, atmospheric modelling techniques constitute helpful tools for air quality 
assessment. 

The main objective of this study is to perform an air quality long-term simulation for 
Portugal, using the CHIMERE chemistry transport model. This photochemical model was 
applied over a 580 x 290 km2 grid domain covering the Continental Portugal region, with 10 
km horizontal resolution, for the 2001 year. The meteorological forcing was given by the 
European Centre for Medium-Range Weather Forecasts (ECMWF) and the emission 
inventory obtained from a spatial top-down disaggregation of the EMEP national database 
updated for the 2001 simulation year.  

The evaluation of the model performance was based on statistical comparison between 
pollutants concentration data measured in the air quality national network and the 
correspondent simulated values. As a first approach, and despite the coarse resolution used 
in the simulation, the complex topography and coastal location of Portugal, the results 
obtained show a modelling system able to reproduce the pollutants concentrations temporal 
evolution and spatial distribution.  

Concerning the fulfilment of the air quality target values, there are exceedances of the human 
health and vegetation protection limits for NO2 and SO2. The ozone is a critical pollutant for 
vegetation health, with density forest areas being affected by high levels of concentration. 

Introduction 

Measured concentrations available at given monitoring sites are generally not enough 
detailed to describe the spatial distribution of air pollutants over wide areas, whereas this 
information is a crucial factor to evaluate the impact of air pollution on human health and 
natural ecosystems. Modeling systems can represent suitable tools for these purposes, 
allowing both the study of air quality with an adequate spatial detail and the assessment of 
appropriate emission reduction strategies. 

In order to assess the air quality at a regional level (β-mesoscale), verifying the fulfillment of 
the limit targets and thresholds values imposed by the EC Directives, and to understand the 
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causes and origin of air pollution, numerical modelling exercises should be used. Recent 
works (Tarasson et al., 2001) point out the importance to perform policies analysis on a 
“climatological” basis rather than focusing on a single critical episode; this approach allows 
both to better evaluate model performances and to quantify policies effects with respect to 
long-term air quality standards.  

Several ozone modelling studies were already performed for Portugal, but only for  
β-mesoscale domains and during some specific and episodic days (Barros et al, 2003; Borrego 
et al, 2000, 2002). The present work represents an important air pollution modelling study for 
Portugal, since it aims to asses the air quality over the whole continental region of Portugal 
for the most critical gaseous pollutants (SO2, CO, NO2 and O3) and during the entire year of 
2001.  

Methodology 

Modelling system description 
CHIMERE is a three-dimensional chemistry-transport model (CTM), based on the 
integration of the continuity equation for the concentrations of several chemical species in 
each cell of a given grid (Schmidt et al, 2001). CHIMERE has been used for several research 
applications, among which sensitivity to anthropogenic or biogenic emissions (Beekmann 
and Derognat, 2003; Menut, 2003; Sillmann et al, 2003; Derognat et al, 2003; Schmidt and 
Martin, 2003), emission diagnostics (Vautard et al, 2003) or photo-oxidant forecasting over 
Europe and the Paris region (Vautard et al, 2000). From the year 2000 to 2004, a web server 
displayed these real-time forecasts together with surface observations for verification 
(http://euler.lmd.polytechnique.fr/pioneer), and this exercise has been extended to the 
Portuguese Continental region in the last summer. Results showed reasonable skill for ozone 
daily maxima forecasts with average RMS error of about 10 ppb and 0.8 of correlation, which 
is in agreement with the ozone forecast model intercomparison experiment described in 
Tilmes et al (2002). 

The model version used here is primarily described in Schmidt et al (2001) and further 
updates, especially for the smaller-scale version, can be found in Vautard et al (2003) and on 
the web site http://euler.lmd.polytechnique.fr/chimere where the model can be 
downloaded with some documentation.  

The meteorological input variables are taken, as in Schmidt et al (2001), from the European 
Centre for Medium-range Weather Forecast (ECMWF): 3D fields of horizontal wind, 
temperature, specific humidity, cloud liquid water content, and 2D fields of surface pressure, 
heat fluxes, 2 m temperature and cloud cover. They are linearly interpolated to the 
CHIMERE grid and linear time interpolation is also applied to obtain hourly values. 

Besides the meteorological input, the CHIMERE model needs boundary and initial 
conditions, emission data and the land-use and topography characterization. 

Figure 1 presents a simplified scheme of the CHIMERE model and its inputs/outputs. 

http://euler.lmd.polytechnique.fr/pioneer
http://euler.lmd.polytechnique.fr/chimere
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Figure 1. Structure of the modelling system 

Modelling system application 

The model was applied to the Continental region of Portugal, as shown in Figure 2b, with a 
horizontal domain of 290 km x 580 km and a 10 km horizontal resolution. Vertical grid 
consists in 6 hybrid sigma-pressure layers with a model top at 700 hPa. The top altitudes of 
the layers vary with time, but their approximate values are, from bottom to top: 50, 250, 600, 
1200, 2000 and 3000 m. 

The Portugal model run is nested within a continental-scale run (Figure 2a), using the same 
physics and a simple one-way technique: the first long simulation is performed with 
CHIMERE over a regional area from 10.5W to 22.5E and from 35N to 57.5N. Monthly 
climatology of O , NO
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3 2, CO, PAN, CH , C4 2H , HCHO and HNO6 3 issued by the MOZART 
second-generation model (Horowitz et al., 2003) are forcing this continental-scale simulation 
at the lateral and top boundaries. The large-scale run concentrations of 22 slow species 
including ozone and precursors (VOC and reactive nitrogen species) are taken as lateral 
boundary values for the small-scale run. The top boundary concentrations used are the 
MOZART monthly climatological values. 



a)
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Figure 2. Geographical domains used by the CHIMERE model. 

The simulation is continuous in time and a spin-up period of ten days is considered before 
any statistics on the results are calculated. The spin-up period is also initialized with the 
MOZART climatological values.  

The CHIMERE model requires the input of emission for 15 primary compounds: NO, NO2, 
HONO, SO2, CO, Ethane, n-Butane, Ethene, Propene, Isoprene, a-pinene, o-xylene, 
Formaldehyde, Acetaldehyde, Methyl ethyl Ketone. At European scale, emissions were 
derived from the annual totals of the EMEP data base for 1999, through a methodology 
similar to that described in Schmidt et al. (2001). Over the Portuguese domain, area-sources 
annual emission data for the four anthropogenic species NOx, SO2, CO and NMVOC are 
obtained from the Portuguese EMEP database for the reference simulation year (2001) for 
each pollutant activity (traffic, solvents, industrial and residential combustion and others) 
and then spatially disaggregated in order to obtain the resolution required by the small-scale 
model. The disaggregation is made in two steps. First emissions are estimated at 
municipality level (NUT IV) using adequate statistical indicators for each pollutant activity 
(types of fuel consumption) and then processed applying Census data in order to obtain sub-
municipal (NUT V) resolution (Borrego et al., 2002).  

Large point sources annual emissions were obtained directly from the available monitoring 
data of each industrial plant. 

Time disaggregation is obtained by application of monthly, weekly and hourly profiles from 
the University of Stuttgart (GENEMIS, 1994). The NMVOCs are disaggregated into 227 
individual VOCs according to the U.K. speciation (Passant, 2002) for each activity sector 
above referred. 

The methodology for biogenic emissions of isoprene and terpenes is described in Schmidt et 
al. (2001). The land use database comes from the Global Land Cover Facility (Hansen et al., 
2000), which, after some processing, provides the cell by cell coverage of coniferous and 
broadleaf forests. The spatial distribution of tree species within these classes is established 
following the methodology outlined in Simpson et al. (1999). The Stohl et al. (1996) 
methodology is used for biogenic emissions of NO from fertilized soils. 



Air quality assessment results 

In order to perform the air quality assessment for Portugal, the modelling results, for 2001 
year, were analysed according to the limit and target values defined by the European Union 
Directives for each pollutant considered in this study (namely SO , NO
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2 2, CO and O3).  

These limit values are listed in Table 1. 

Table 1. Limit and target values defined by the European Union Directives for SO2, NO2, O3 and CO. 

AQ standart
(µg.m-3)

Nº of allowed 
excedeences

Target date

SO2 (1999/30/EC)
350 24 times/year 1 Jan 2005

125 3 times/year 1 Jan 2005

20 - -

20 - -

NO2 (1999/30/EC)
200 18 times/year 1 Jan 2010

40 - 1 Jan 2010

CO (2000/69/EC)
10 mg.m-3 - 1 Jan 2005

O3 (2002/3/EC)
120 25 times/year 1 Jan 2010

18000 µg.m-3.h - 1 Jan 2010

180 - -

Parameters

Human health protection

Human health protection

Vegetation protection

Vegetation protection

Human health protection

Human health protection

Human health protection

Human health protection
(target value)

Vegetation protection    
(AOT40)   (target value)

Information threshold

Alert threshold

Period

Hourly average

Daily average

Anual average

Winter average

Hourly average

Anual average

8h running average

8h running average

Hourly average 
(May-July)

hourly average

Hourly average 240 3 consecutive h -

AQ standart
(µg.m-3)

Nº of allowed 
excedeences

Target date

SO2 (1999/30/EC)
350350 24 times/year24 times/year 1 Jan 20051 Jan 2005

125125 3 times/year3 times/year 1 Jan 20051 Jan 2005

2020 -- --

2020 -- --

NO2 (1999/30/EC)
200200 18 times/year18 times/year 1 Jan 20101 Jan 2010

4040 -- 1 Jan 20101 Jan 2010

CO (2000/69/EC)
10 mg.m-310 mg.m-3 -- 1 Jan 20051 Jan 2005

O3 (2002/3/EC)
120120 25 times/year25 times/year 1 Jan 20101 Jan 2010

18000 µg.m-3.h18000 µg.m-3.h -- 1 Jan 20101 Jan 2010

180180 -- --

Parameters

Human health protection

Human health protection

Vegetation protection

Vegetation protection

Human health protection

Human health protection

Human health protection

Human health protection
(target value)

Vegetation protection    
(AOT40)   (target value)

Information threshold

Alert threshold

Parameters

Human health protectionHuman health protection

Human health protectionHuman health protection

Vegetation protectionVegetation protection

Vegetation protectionVegetation protection

Human health protectionHuman health protection

Human health protectionHuman health protection

Human health protectionHuman health protection

Human health protection
(target value)

Human health protection
(target value)

Vegetation protection    
(AOT40)   (target value)

Vegetation protection    
(AOT40)   (target value)

Information thresholdInformation threshold

Alert thresholdAlert threshold

Period

Hourly average

Daily average

Anual average

Winter average

Hourly average

Anual average

8h running average

8h running average

Hourly average 
(May-July)

hourly average

Hourly average

Period

Hourly averageHourly average

Daily averageDaily average

Anual averageAnual average

Winter averageWinter average

Hourly averageHourly average

Anual averageAnual average

8h running average8h running average

8h running average8h running average

Hourly average 
(May-July)

Hourly average 
(May-July)

hourly averagehourly average

Hourly averageHourly average 240240 3 consecutive h 3 consecutive h --
 

NO  results 2
Figure 3 presents the modelling results for both legislation indicators of human health 
protection (annual average and the 19  maximum hour of the year) concerning NOth 2. In both 
cases there are areas with exceedances to the limit values during the 2001 year. These areas 
correspond to the main urban areas of Portugal: Porto and Lisbon metropolitan regions. 
Since, the remaining area doesn’t present any critical values, this suggest that the road traffic 
is the main responsible activity for the above-mentioned high concentrations of NO2.  
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Figure 3. Modelling results for the NO2 legislated parameter, for the year 2001. 

SO2 results 
Figure 4 presents the modelling results for each of the parameters stated in the legislation for 
the human health and vegetation protection. 

For human health protection (daily and hourly averages) there are two areas where the 
concentrations exceeded the limit values. When analyzing the vegetation protection targets, 
there are two more different regions with values beyond the limits. All the identified areas 
correspond to industrial places, suggesting that the industry activity is the main responsible 
for the bad air quality in these localities.  

CO results 
Concerning the CO, the legislation establishes a maximum of 10 mg.m-3 for the daily 8h 
averages for the human health protection. Figure 5 shows that there are no areas with 
concentrations higher than this limit. In fact, the simulation results indicate very low 
concentration values for this pollutant for the entire region of Portugal. 

O3 results 
The 3th Daughter Directive (2002/03/EC), concerning the ozone pollutant, defines the target 
value of 120 µg.m-3 for the 26th maximum 8h daily average and a maximum of  
18 000 µg.m-3.h for the AOT40 value. Figure 6 presents the modelling ozone concentration 
fields for these two parameters. Despite the fulfillment of the target value for human health 
protection (120 µg.m-3) for all the national territory, there is some risk for vegetation 
protection on areas with exceedances of the AOT40 threshold. Unfortunately, according to 
the land-use map, these areas correspond to high density vegetation and forest areas.  

These ozone concentration patterns were already forecast and simulated in previous 
mesoscale modelling studies (Barros et al, 2003; Borrego et al, 2000), where the ozone 
precursors transport from the urban areas of Porto and Lisbon to the south and interior part 
of Portugal (by the N-NW dominant winds) is clear and significant. 
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Figure 4. Modelling results for the SO2 legislated parameter, for the year 2001. 
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Figure 5. Modelling results for the CO legislated parameter, for the year 2001. 
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Figure 6. Modelling results for the O3 legislated parameters, for the year 2001. 

Model validation 

The model validation was performed through the comparison of the observed and simulated 
values for the several legislated parameters, for each monitoring station of the Air Quality 
Portuguese network. Thus, according to the model uncertainty estimation defined by the 
Framework Directive, an error was calculated for each legislated indicator and for each 
monitoring site. 

This deviation is defined by the following expression, where Iobs represents the indicator 
estimated with the observed values and Isim, calculated from the simulated concentration: 

sim

simobs
I

IIError −
=  
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In Table 2 is presented an average of the all monitoring sites, for each pollutant parameter 
defined in the respective Daughter Directive. 

The analysis of Table 2 shows that the model system is able to reproduce the several 
legislated indicators, since almost all the deviations are below or equal to 50% (maximum 
deviation established by the Framework Directive to model evaluation). 

An analysis by pollutant specie indicates that the ozone and CO presents the lower 
deviations. In fact, it should be expected a good model performance for ozone, since the 
model system was specially developed to simulate oxidant pollutants and photochemistry. 
In what concerns the CO, the quite chemical inert behavior involves an easier and correct 
simulation, due to fewer errors in the chemistry-transport modelling. 

Table 2. Deviation estimation for each pollutant legislative indicator, considering an average of all the 
monitoring stations. 

Polutant Legislated indicators Deviation (%) 

Human health protection (25th maximum hourly average) 34 

Human health protection (4th maximum daily average) 57 

Vegetation protection (annual average) 43 

SO2

Vegetation protection (winter average) 54 

Human heath protection (19th maximum hourly average) 48 NO2

Human heath protection (annual average) 50 

CO Human heath protection (maximum 8h daily average) 32 

Human heath protection (26th maximum 8h daily average) 16 

Vegetation protection (AOT40) 59 

 

O3

(annual average) 40 

 

In opposite to CO, the SO2 is a very reactive pollutant, participating in a several group of 
chemical reactions, including aerosols chemistry. The absence of these chemistry reactions in 
the model version could be the reason of the higher errors for this specific pollutant.  

Some conclusions 

This work aims to assess the air quality in the Continental part of Portugal, according to the 
requirements of the new air quality Framework Directive. This first assessment exercise was 
made for the 2001 year, using the CHIMERE chemistry-transport model, applied to the 
Continental Portugal domain, and simulating the main critical gaseous pollutants (namely, 
NO2, SO2, CO and O3). 

This model system was then evaluated by comparison with observational data obtained from 
the national air quality monitoring network. The estimated errors in this validation exercise 
are relatively small and below the limits established by legislation to model evaluation. 

Concerning the fulfillment of the thresholds defined by each Daughter Directive, the 
modelling results shows that there are exceedances of the human health protection limit of 
NO2 in the two main urban areas (Porto and Lisbon), probably associated and due to road 
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traffic emissions. Relatively to SO2, the concentration fields indicate several small areas with 
higher values (superior to the human health and vegetation protection limits), all of them 
located close to large point sources (power plants, more precisely). The ozone is another 
pollutant with areas in exceedances to the legislated target values, in what concerns 
vegetation protection. These areas are mainly located in the interior central part and 
southwest coast of Portugal, not covered by the air quality monitoring Portuguese network. 
The CO is the unique pollutant that accomplish the limits impose by legislation, with 
concentration values significantly low in all the study domain. 

This air quality assessment work allows to verify the importance of the establishment of 
several targets values for each air pollutant. In fact, the fulfillment of one of this limits do not 
imply the accomplishment of all. This can be confirmed with the ozone example, where the 
human health protection is in agreement with the law, but there are critical areas with 
concentrations hazardous for vegetation.  

Future work will include the air quality assessment for other years and the improvement of 
the air quality modelling system in several aspects related to the chemistry-transport model, 
such as the model grid resolution, industrial area emissions estimation and background 
ozone prediction. 
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Introduction 

The evaluation of the performance of physically-based computer models is of primary 
importance, from a scientific, as well as regulatory, point of view. Models integrate in a clear 
conceptual framework our understanding of atmospheric processes and their interactions, 
and fill in the gap between emission fluxes and atmospheric conditions; for these reasons 
they are usually exploited for scientific purposes or by policymakers to establish the 
effectiveness of abatement plans (see the reviews by Dennis et al., 1996, and Peters et al., 
1994, on the current state and future direction in the development of eulerian air quality 
models). According to the USA-EPA, the primary objective of the next generation of air 
quality models is to improve the environmental community’s ability to evaluate the impact 
of air quality management practices for multiple pollutants at multiple scales (see the EPA 
Models-3 project web page at http://www.epa.gov/asmdnerl/models3/). 

However, any validation procedure arises several complex statistical issues. Modeled data 
and measurements are far from being “perfect”. Both datasets are affected by errors of 
different nature: missing observations are often present, errors connected to the 
measurement and acquisition devices are practically unavoidable, systematic bias may be 
present. Modeled data are affected by uncertainties from mis/un-represented 
physics/chemistry, numerical errors, and so on. It is reasonable to hypothesize that 
measurements are influenced by local processes which are not equally represented by the 
model (the “change of support” problem, as defined in the geostatistical literature, Cressie, 
1993), due to the implicit and explicit diffusion introduced into the model for 
numerical/stability reasons; for example McNair et al. (1996) found that individual 
concentration measurements only approximately represent the true volume-averaged concentrations 
within a computational grid cell and that significant spatial variations exist. This kind of 
“incommensurability” between point measurements and cell-averaged model values is often 
ignored in the majority of model evaluation studies. Moreover, measurements are not 
usually defined at the same spatial locations of the model, so an interpolation procedure is 
needed, but the interpolation of nonstationary spatio-temporal data, interacting on a wide 
variety of scales, is still a statistical issue (Guttorp, 2003). 

In the following, we device a statistical approach that can be used for comparison and/or 
assimilation purposes and apply it to validate the output of the CAMx air quality model. In 
section 2 we introduce our modeling system, describe the main characteristics of the air 
quality model and its initialization. In section 3 a Bayesian model evaluation/assimilation 
approach is described; we specify a simple model for both measurements and modeled data 
in terms of an unobserved ground truth and estimate it in a Bayesian framework to take into 
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account the uncertainties arising in its estimation. We show how to consistently interpolate 
the measurements from monitoring sites to locations for which modeled data are available. 
Our approach also takes into account the uncertainties about the different spatial support 
and the lack of stationarity in the data. 

The air quality system 

The CAMx (Comprehensive Air Quality Model with eXtensions) is an eulerian air quality 
photochemical model that allows the simulation of transport and chemical reactions of 
pollutants in the lower troposphere by solving the set of continuity equations for each 
chemical species. It is a publicly available software (http://www.camx.com). In this work 
we used the 4.03 version. The most important physical representations used in this work are 
summarized in the following. 

Meteorological input (wind speed in each horizontal direction, temperature, pressure, 
relative humidity, water content, turbulent diffusivity) were derived from the MM5 model. 
The MM5 model was forced by the European Center for Medium Range Weather Forecasting 
(ECMWF) analysis (TOGA archive). The CAMx grid used the same projection and horizontal 
grid structure/resolution as MM5 (see figure 1); CAMx simply windowed data from a 
portion of the MM5 grid and output the subset to the CAMx files. The only interpolation 
performed was for winds, which need to be moved from the MM5 Arakawa-B configuration 
to the CAMx Arakawa-C configuration. Thirteen layers were used in the vertical direction 
with a maximum resolution of about seventy meters near the surface. The turbulent 
coefficient in the horizontal direction was calculated using the McNider and Pielke (1981) 
local gradient approach, while the horizontal diffusion coefficients was determined within 
CAMx using a deformation approach based on the method by Smagorinsky (1963). 

The gas-phase chemistry was based in the SAPRC99 chemical mechanism (Carter, 2000). 
Photolysis rates are derived from the TUV preprocessor (Madronich, 2002) for each grid cell 
assuming clear sky conditions as a function of solar zenith angle, altitude, total ozone 
column, surface ultraviolet albedo and haze. Optical depth, needed to scale down photolysis 
rates for layers within or below clouds to account for UV attenuation, or to scale up the rates 
for layers above clouds to account for UV reflection, is calculated using the same approach as 
in RADM (Chang et al., 1987). The SAPRC99 mechanism was adapted to include a “bulk” 
aerosol chemistry using the module already implemented in CAMx. Aerosol production is 
initiated by the OH oxidation of SO2 to sulfate, production of nitric acid and condensable 
organic gases (CG). The aqueous sulfate and nitrate chemistry in resolved clouds is based on 
the same mechanism implemented in RADM algorithm (Chang et al., 1987). ISORROPIA 
thermodynamic module (Nenes et al., 1998) is used to partition inorganic components 
(sulfate, nitrate, ammonium, sodium and chloride) between the gas and particle phases. Four 
organic gases (CG1÷CG4) were added to the base mechanism in order to allow for the 
formation of secondary organic aerosol (SOA) using a semi-volatile equilibrium scheme 
called SOAP (Strader et al., 1998). 

The 2001 anthropogenic emission data from the EMEP database have been used. They 
consist of annual emitted quantities, given for the 11 SNAP activity sectors and NOx , CO, 
SOx, NMVOC and NH3 families. Spatial emission distribution from the EMEP grid to the 
CAMx grid has been performed using an intermediate grid at 30'' resolution. Soil type being 
known on the this grid allowed for a better apportionment of the emissions. VOC speciation 
has been made according to the AEAT suggested profiles (Passant, 2002). Biogenic emissions 
for isoprene and terpenes have been computed using vegetation and soil inventories 



(Simpson et al.,1999) of the model domain using reference temperature and PAR conditions; 
then, these emissions were tuned according to the meteorological conditions prevailing 
during the simulation period. 

 
Figure 1. Cell centers of the model grid (crosses) and locations of the EMEP monitoring stations 
(circles) used for the validation exercise. 

The statistical model 

Our statistical analysis utilizes two different datasets: measurements, O ≡ {Ot(s) : t = 1,…, T, s  
= 1,…,S}, and modeled data, M ≡ {Mt(x) : t = 1,…, T,  x = 1,…,M}; x and s are two indexes 
defining the lattices of the measurement network and model grid, respectively (see figure 1); 
t is the temporal index. In this work M represents the ozone data obtained by the CAMx 
simulation over the Mediterranean region at a nominal spatial resolution of ≈ 81 × 81 km2 
and a temporal resolution of 1 hour ranging from 1 to 5 August, 2001; O represents ozone 
observations available from the EMEP database (http://www.emep.int). 

Due to their inherent uncertainties, it can be helpful to set up a stochastic framework in order 
to analyze and compare the properties of the two datasets. We assume that each dataset 
represents a sample from the same spatio-temporal process; we let 

{ }Ω∈=≡ xTtxYt ;,,1:)( KY      (3.1) 

where Ω represents the space over which the process is defined. Also, throughout the paper, 
we use the following notation, popularized by Gelfand and Smith (1990): for a random 
vector Y, let [Y] represent the joint probability density function of Y, and let [Y|X] the 
conditional density of Y, given X. 

Model validation may be based on the use of the two following conditional probability 
distribution functions: 

[ ]
[ OY

MY
|
|

]          (3.2) 

i.e., we reduce modeled data and measurements to the common denominator given by the 
probability distribution function of the process Y; discrepancies between the two datasets 
may be highlighted by the different statistical properties of the two conditional distribution 
functions [Y|⋅] in (3.2). 
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In order to estimate [Y] we need to specify its spatio-temporal variability, i.e. how the 
process of interest evolves in time over the specified spatial domain and how it relates to the 
two datasets, M and O. The complex behavior of such dynamical process and the huge 
amount of data, typical of many environmental problems, make unfeasible a joint approach. 
However, several recent examples of the application of conditional hierarchical Bayesian 
space-time models have been reported in the literature: the combination of NSCAT satellite 
data with NCEP analysis (Wikle and Berliner, 2004), the prediction of surface winds over the 
tropical region where high resolutions are important for climatological reasons (Wikle et al., 
2001), and the modeling of air-sea interaction (Berliner et al., 2003). See also Wikle (2003) for 
an overview of applications of Bayesian hierarchical models in the environmental sciences. 

In essence, this hierarchical approach is based on the formulation of three basic conditional 
models, coherently linked together by simple probability rules (Berliner, 1996): 
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Stage 1. Data Model: [Data | Process, θ1] 

Stage 2. Process Model: [Process | θ2] 

Stage 3. Parameter Model: [θ , θ1 2] 

where θ1 and θ2 represent generic arrays of parameters introduced in the modeling. Each 
model can itself be specified as a product of physically-based conditional distributions. 
Bayesian probability theory ensures us that inference and prediction in the distribution of the 
process and parameters can be obtained from the so-called “posterior distribution function”: 

[Process, θ1, θ  | Data] ∝ [Data | Process, θ2 1] × [Process | θ ] × [θ , θ ] 2 1 2

The major advantage of this conditional approach is that statistical and physical reasoning 
can be more easily introduced at each stage of the hierarchy, and the Bayesian framework is 
ideal for combining the two views, especially in complex settings, i.e. for bringing together 
physical understanding and statistical modeling to get the best from both, while managing 
their associated uncertainties in a statistically consistent manner (Berliner, 2003).  

In the next subsections we describe the most important characteristics of the conditional 
models used in this work. 

The Data Model 
In this work, the data model has been used to represent measurement errors and to 
accommodate the different supports from the two datasets, O and M. First, EMEP data were 
mapped onto the grid locations used by the CAMx model. A reasonable model may be: 

1σr
rr

+= tt YO K        (3.3) 

tY
r

 indicates the array of column-wise ordered values of the process Y at time t and at the 
same spatial locations of the CAMx grid cell centers. K represents an S × M matrix of weights 
mapping the process Y onto observations. We used a bi-linear interpolation, i.e. matrix K is 
sparse with only four elements not equal to zero for each row. 1σr  may be interpreted as a 
combination of measurement and representativeness errors and was modeled as a zero-
mean gaussian random noise, i.e. 1σr  ∼ N(0, Σ1), where this notation means that 1σr  is 
sampled from a normal distribution with mean zero and variance Σ1. Σ1 was modeled as a S 
× S diagonal matrix, i.e. we assumed that errors were independently distributed in space and 
time, with a variance that depends only on the spatial location of the measurement station. 



In the case of the [Y | M] distribution function, the data model is 

2σr
rr

+= tt YM I        (3.4) 
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where 2σr  ∼ N(0, Σ2). Σ2 was modeled as a M × M diagonal matrix. 

The Process Model 
The process model represents the most delicate part of our statistical approach. The goal is to 
introduce as much knowledge about the statistical and physical behavior of the problem as 
possible. 

To this aim, we used a process model already successful applied for a similar problem 
(Wikle et al., 1998). The process Y was given as conditional on three processes, denoted by μ, 
S  and X : t t

tttt XSY γμ rrrrr
+++=        (3.5) 

μ represents a site-specific mean, S  a seasonal component, and Xt t the short time scale, 
dynamical process. The γts are random variables which model noise, and represent the 
unexplained variations at this second level of the hierarchy. 

 

The mean component of the process model 

μrSince the modeling period is rather short (five days of simulation), we assumed that  does 
not depend on time, but only on the spatial location; however, it would be reasonable to 
assume a temporal dependence (e.g. a seasonal cycle forced by the variability of solar actinic 
flux) for a longer time period. In order to get a general understanding of the spatial 
dependence of the mean, we performed a preliminary exploratory analysis (figure 2). We 
found that there is a large-scale spatial trend from northwest to southeast and a linear 
dependence on altitude. Similar spatial gradients of background ozone have already been 
reported (Scheel, 1995). Also, it is generally believed that the higher levels at high elevation 
sites reflect inputs from the free troposphere (Vingarzan, 2004). 

In order to interpolate the ozone measurements from the sparse monitoring locations to the 
grid locations, μr  was specified as a conditionally gaussian Markov Random Model (MRF) 
with a first-order spatial dependence, i.e. for each grid location (i, j), the mean was specified 
as 

{ }),(),(:),(|),( jilklkji ≠μμ ( )2
0 ,),( μμ τμ Δ+jiN    (3.6) ∼
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models the zonal and meridional MRF spatial dependence, and  the homogenous 

variance. 

2
μτ

),(0 jiμ  is the conditional mean at the grid point (i, j) and was represented as a 
simple linearly-dependent spatial trend 
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lat(i,j), long(i,j) and altit(i,j) are the latitude, longitude and altitude at grid point (i, j), 
respectively. , ,  and  are four random coefficients. 1

0μ 2
0μ 3

0μ 4
0μ

The seasonal component of the process model 

Further exploratory analysis showed a significant diurnal cycle (figure 3). This is a well 
known characteristic of hourly ozone data, since diurnal fluctuations in ground-level ozone 
are associated with the diurnal variation of the solar flux and the resulting differences 
between daytime photochemical production and nighttime removal of ozone as well as the 
diurnal cycle of boundary layer evolution and decay. The power spectra showed a single 
significant peak at a period of 24 hr. 

From these considerations, the seasonal component was modeled as a diurnal harmonic with 
amplitudes and phases that vary spatially 

⎟
⎠
⎞

⎜
⎝
⎛+⎟

⎠
⎞

⎜
⎝
⎛=

24
2sin

24
2cos tftgSt

ππ rrr
     (3.9) 

 
Figure 2. Empirical mean values of ozone concentration interpolated from EMEP data. 

f
r

where t is the time index and  and gr  are two random coefficients that depend of the 
spatial location 
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Equations (3.10a) and (3.10b) introduce our prior knowledge about the spatial pattern of the 
diurnal cycle. At lower latitudes, the higher actinic flux increases the amplitude of the 
diurnal cycle; also, at high elevations, in the free troposphere, removal/production processes 
are not significant and the diurnal ozone concentration is rather flat. However, it is also 
widely known that the diurnal cycle is influenced by the proximity to emissions sources, 
since ozone can be steadily titrated by fresh NOx emissions, but this effect has not been taken 
into account. 

The ’s and ’s are eight random coefficients, for which we assumed independent 
gaussian distributions. 

0g ′ 0f ′

The dynamic component of the process model 
 80 



In order to capture the dynamic spatial features, we used a first-order Vector 
AutoRegression (VAR) model 

ttt XX ηr
rr

+= −1H        (3.11) 

where H is a matrix of spatial regression coefficients and ηt is a zero-mean random value. We 
considered the “nearest-neighbor” VAR model, i.e. the value of the dynamic component at 
the grid cell (i, j) depends on the value at the same grid cell and on neighbor cells 
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Note that, in order to introduce a greater flexibility into the model, a(i,j) varies spatially. 
Furthermore, { }),( jitη  was assumed to be a spatially independent white noise process. 

a(i, j) was represented as a conditionally specified gaussian MRF 
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),(0 jia  was also given as a simple linearly-dependent spatial trend 
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Figure 3. Power spectral density estimate averaged over all EMEP time series 

 

The Parameter Model 
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To complete the hierarchy we must specify distributions for the parameters from the 
previous stages. In the past, the choice of the parameter distributions has been the source of 
the majority of objections to the Bayesian approach, due to its subjectiveness. Of course, such 
subjectiveness is also present in the data and process models, but the strength of the 



Bayesian approach consists in the fact that it provides a coherent probabilistic framework in 
which to incorporate this subjective judgment. Moreover, during the last years, powerful 
computational methods have been developed (Gilks et al., 1996), so that even complicated 
posterior distributions can be easily explored and more complex, physically-based, dynamics 
can be included in our prior knowledge. 

In this work, we used conjugate distributions for all parameters, i.e. inverse gamma 
distributions for the variances and normal distributions for all other parameters. A Gibbs 
sampler (Gilks, 1996) was used to explore the conditional posterior distributions for all 
parameters, with the exception of the MRF spatial dependence parameters (i.e. α
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μ, βμ, α , αa b) 
for which a “pseudo-likelihood” approach was used (Cressie, 1993). 

Results 

In this preliminary evaluation study, we briefly present the most interesting features of our 
statistical approach. 

The Bayesian approach allows the quantification of all uncertainties in a statistically 
consistent framework. For example, the posterior distribution function for the Y process is 
(ignoring all other terms that do not explicitly depend on the Y values. 
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Many algorithms exist to sample from this multivariate gaussian distribution. Moreover the 
Markov chain iterates allow the reconstruction of the full posterior distribution for Y, so that 
any statistical index may be estimated with its uncertainty ranges. 

Missing observations may be easily estimated as well, since they are treated as additional 
parameters. If tOmeas

r
 indicates measurements available at time t, then 
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so that  
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It can be shown that the conditional distribution of  given  may be easily derived 

(Mardia et al., 1980) from the appropriate partition of matrix tY
r

K1Σ  and vector . 

The lack of stationarity is implicitly taken into account, since no previous form has been 
assumed for the covariance of the Y data. 

As an example of the potentiality of this approach, figure (4) shows the estimated Y values, 
with its uncertainty range. Data from the AT0041 EMEP station (47° 58’ 23’’ N, 13° 0’ 58’’ E, 
730 meters of altitude). A deeper quantitative analysis is currently under way. 

Figure 4. Left: observed concentration (blue line); a sample from the [Y|O] distribution (red line), plus 
and minus two times the standard deviation (green line). Right: observed concentration (blue line); a 
sample from the [Y|M] distribution (red line), plus and minus two times the standard deviation 
(green line). 

References 

Berliner, 2003: Physical-statistical modeling in geophysics, Journal of Geophysical Research – 
Atmospheres, 108(D24), doi 10.1029/2002JD002865 8776 

Berliner, L.M., 1996: Hierarchical Bayesian time series models, in Maximum Entropy and 
Bayesian Methods, 15-22. K. M. Hanson and R.N. Silver (Eds.), Kluwer Academic Publishers. 

Berliner, L.M., Milliff, R.F., and C.K. Wikle, 2003: Bayesian hierarchical modeling of air-sea 
interaction. Journal of Geophysical Research - Oceans, 108(C4):1413-1430 

Carter, W.P.L., 2000: Programs and Files Implementing the SAPRC-99 Mechanism and its 
Associates Emissions Processing Procedures for Models-3 and Other Regional Models. 
http://pah.cert.ucr.edu/~carter/SAPRC99.htm 

Chang, J.S., R.A. Brost, I.S.A. Isaksen, S. Madronich, P. Middleton, W.R. Stockwell, and C.J, 
Walcek, 1987: A Three-dimensional Eulerian Acid Deposition Model: Physical Concepts and 
Formulation. J. Geophys. Res., 92:14,681-14,700. 

Cressie, N.A.C., 1993: Statistics for Spatial Data. Wiley and Sons 

Dennis, R.L., D.W. Byun, J.H. Novak, K.J. Galluppi, C.J. Coats, and M.A. Vouk, 1996: The 
next generation of integrated air quality modeling: EPA's Models-3. Atmospheric Environment, 
30:1925-1938 

 83 



 84 

Gelfand, A.E. and A.F.M. Smith, 1990: Sampling based approaches to calculating marginal 
densities. Journal of the American Statistical Association, 85:398--409

Gilks, W.R., S. Richardson and D.J. Spiegelhalter, 1996: Markov Chain Monte Carlo in 
Practice. Chapman and Hall 

Guttorp, P., 2003: Environmental Statistics-A personal view. International Statistical Review, 
71: 169-179 

Madronich, S., 2002: The Tropospheric Visible Ultra-violet (TUV) model web page. National 
Center for Atmospheric Research, Boulder, CO. http://www.acd.ucar.edu/TUV/ 

Mardia, K., S. Kent and J. Bibby, 1980: Multivariate analysis, Academic Press 

McNair, L.A., R.A. Hurley and A.G. Russell, 1996: Spatial inhomogeneity in pollutant 
concentrations, and their implications for air quality model evaluation. Atmospheric 
Environment, 30:4291-4301 

McNider, R.T. and R.A. Pielke, 1981: Diurnal boundary layer development over sloping 
terrain, J. Atmos. Sci., 38:2198-2212 

Nenes, A, C. Pilinis, and S.N. Pandis, 1998: ISORROPIA: A New Thermodynamic Model for 
Multiphase Multicomponent Inorganic Aerosols, Aquatic Geochemistry, 4:123-152 

Passant, N.R., 2002: Speciation of UK emissions of NMVOC. AEAT/ENV/R/0545 Report 

Peters, L.K., C.M. Berkowitz, G.R. Carmichael, R.C. Easter, G. Fairweather, S.J. Ghan, J.M. 
Hales, L.R. Leung, W.R. Pennell, F.A. Potra, R.D. Saylor and T.T. Tsang, 1995: The current 
state and future direction of Eulerian models in simulating the tropospheric chemistry and 
transport of trace species: a review. Atmospheric Environment, 29:189-222 

Smagorinsky, J., 1963: General Circulation Experiments with the Primitive Equations: I. The 
Basic Experiment. Mon. Wea. Rev., 91:99-164. 

Scheel, H.E., H. Areskoug, H. Geiss, B. Gomiscel, K. Granby, L. Haszpra, L. Klasinc, D. Kley, 
T. Laurila, T. Lindskog, M. Roemer, R. Schmitt, P. Simmonds, S. Solberg and G. Toupance, 
1997: On the spatial distribution and seasonal variation of lower troposphere ozone over 
Europe. Journal of Atmospheric Chemistry, 28:45-59. 

Simpson, D., W. Winiwarter, G. Borjesson, S. Cinderby, A. Ferreiro, A. Guenther, 
C.N. Hewitt, R. Janson, M.A.K. Khalil, S. Owen, T.E. Pierce, H. Puxbaum, M. Shearer, 
S. Steinbrecher, B.H. Svennson, L. Tarrason, M.G. Oquist, 1999: Inventorying 
emissions from nature in Europe. Journal of Geophysical Research 104:8113:8152 
Strader, R., C. Gurciullo, S.N. Pandis, N. Kumar, and F.W. Lurmann, 1998: Development of 
gas-phase chemistry, secondary organic aerosol, and aqueous-phase chemistry modules for 
PM modeling. Final report for CRC Project A21-1 prepared for the Coordinating Research 
Council, Atlanta, GA by Sonoma Technology, Inc., Petaluma, CA, STI-97510-1822-FR 

Vingarzan, R., 2004: A review of surface ozone background levels and trends. Atmospheric 
Environment, 38:3431-3442 

Wikle, C.K., 2003: Hierarchical models in environmental science. International Statistical 
Review, 71: 181-199 

Wikle, C.K., L.M. Berliner and N. Cressie, 1998: Hierarchical Bayesian space-time models. 
Environmental and Ecological Statistics, 5:117-154 



 85 

Wikle, C.K. and L.M. Berliner, 2004. Combining information across spatial scales. In review 

Wikle, C.K., Milliff, R.F., Nychka, D., and L.M. Berliner, 2001: Spatiotemporal hierarchical 
Bayesian modeling: Tropical ocean surface winds. Journal of the American Statistical 
Association, 96:382-397 



 86 



Implementation issues related to variational data 
assimilation: some preliminary results and conclusions 

 
Zahari Zlatev , Jørgen Brandt  and Ágnes Havasi  )1 )1 )2

 
)1 National Environmental Research Institute 

Frederiksborgvej 399, P. O. Box 358, DK-4000 Roskilde, DENMARK 
)2 Department of Meteorology, Eötvös Loránd University 
Pazmany P. setany 1/C, Budapest, H1117, HUNGARY 

 

Abstract 

The variational data assimilation approach could be viewed as an attempt to adjust globally 
the results obtained by a given model to a set of available observations. This approach has 
the theoretical advantage of providing consistency between the dynamics of the model and 
the final results of the assimilation. The idea was probably applied for the first time in 1971 
in a paper written by P. Morel, G. Lefebre and G. Rabreau (Morel et al., 1971). They defined 
and implemented a procedure in which the assimilating model is repeatedly integrated 
forward and backward in time, the observations being constantly introduced in the model. 
The heuristic idea behind that procedure, supported by a number of numerical results, was 
that repeated calculations and corrections of model results would converge to a solution 
which would be compatible, at least to a certain degree of accuracy, with the observations. 

Results from some preliminary investigations (based mainly on running simple tests) will be 
presented in this paper. Several conclusions will be drawn. Data assimilation techniques will 
normally lead to huge computational tasks, which implies that one should try to find out, a 
priori, whether to apply data assimilation or not in a particular study. The important 
problem of formulating a set of conditions under which the data assimilation approach will 
probably not give good results (these conditions have to be checked carefully before 
applying the data assimilation procedure) will be discussed. Plans for future work will be 
outlined. 

Basic ideas 

{ }P,,,,p K210∈Assume that observations are available at time-points , where pt . These 
observations can be taken into account in an attempt to improve the results obtained by a 
given model. This can be done by minimizing the value of the following functional (see, for 
example, Lewis and Derber, 1985): 

{ } ( ) ( )∑
=

−−=
P

p

obs
pp

obs
ppp cc,cctWcJ).(

0
0 2

111  , 

{ }0cJ 0cwhere the functional  depends on the initial value  of the vector of the 

concentrations, ( )ptW , is a matrix containing some weights and  is an inner product in 
an appropriately defined Hilbert space (it will be assumed in this paper that the usual vector 
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space is used, i.e. that sc ℜ∈ where  is the number of chemical species involved in the 
model). It is seen that the functional 

s
{ }0cJ  depends on both the weights and the differences 

between calculated by the model concentrations obs
pcpc  and observations  at the time-levels 

 at which observations are available. ( )ptW{ P,,, K10 }  will be assumed to be the identity 
matrix  in this study, but in general weights are to be defined in some way. I

{ }0cJ0c , which minimizes the functional The task is to find an improved initial field . This 
can be achieved by using some optimization algorithm. Most of the optimization algorithms 
are based on the application of the gradient of { }0cJ . The adjoint equation has to be defined 
and used in the calculation of the gradient of { }0cJ .  

0cIt is clear that the same procedure, as that used to improve the concentration field , can 
successively be used to improve the next concentration fields { }K,c,c 21 . 

{ }0cJIt should be stressed that other formulations of  can be used (see Daescu and Navon, 
2004, Daescu et al., 2003, Le Dimet et al., 2002, Elbern and Schmidt, 1999, 2001, Elbern et al., 
1997, 1999, 2000, Talagrand and Courtier, 1987). It is assumed here that data assimilation 
techniques are applied to improve an initial field of concentrations, but data assimilation can 
be applied for other purposes too. Other applications are (i) improving emission fields, (ii) 
checking boundary conditions and, in a more general context, (iii) checking the sensitivity of 
the concentrations to variation of different parameters. More details can be found in Akella 
and Navon, 2004, Alekseev and Navon, 2005, Daescu et al., 2003, Elbern et al., 2000, Sandu et 
al., 2003, 2004, Wang et al., 2001). The relationship between the use of data assimilation and 
the use of a Kalman filter is studied in (Li and Navon, 2001). 

Calculating the gradient of the functional 

It is convenient to explain the basic ideas that are used when the gradient of the functional 
{ }0cJ  is calculated by the following very simple example. Assume that observations are 

available at five time-points: . The gradient of the functional can be 
calculated by using the scheme Fig. 2.1. The calculations have to be performed in five steps. 

43210 t,t,t,t,t

1cStep 1. Use the “model” to calculate  (performing integration, in a forward mode, from 
time-point  to time-point ). Calculate the adjoint variable 1t

obsccq 111 −=0t . Form the adjoint 
equation (corresponding to the model used in the forward mode). Perform backward 
integration (by applying the adjoint equation) from time-point  to time-point  to 

calculate the vector 
1t 0t

1
0q , where the lower index shows that 1

0q  is calculated at time-point , 

while the upper index shows that 
0t

obsccq 111 −=1
0q  is obtained by using  as an initial vector. 

2
0q 3

0q 4
0qStep 2 – Step 4. Perform the same type of calculations as in Step 1 to obtain ,  and . 

obsccqq 000
0
0 −==1

0q 2
0q 3

0q 4
0q, , ,  obtained in Step 1 – Step 4 and Step 5. The sum of  gives 

the required gradient of the functional { }0cJ . 
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Figure 2.1 Computing the gradient of the functional when observations are available in five time-
points. 

It is seen from Fig. 2.1 that the gradient of { }0cJ  can be calculated by performing one 
forward step from time-point  to time-point  and  backward steps from time-points 

,  to time-point . This explains the main idea in a very clear way, but it is 
expensive when  is large. In fact, the computational work can be reduced, performing only 
one backward step as shown in Appendix 1. Unfortunately, there is a price for this reduction 
of the computational work: one has to store all intermediate vectors 

0t pt p

pt ,P,,2,1p K= 0t
P

pc ,  which 
will lead to a very considerable increase of the storage needed when  is large. Thus, there 
is a trade off here between storage requirements and computational work: the decrease of the 
computational work leads to an increase of the storage needed and vice versa. 

,P,,2,1p K=
P

Forming the adjoint equations 

Assume that the model is linear, given by 

(3.1)   cA
t
c

=
∂
∂ . 

Let obsccq −=  be the adjoint variable. Then the adjoint equation is defined by 

 

 
     

  

  

  

  

 



qA
t
q T−=

∂
∂(3.2)   , 

where the superscript means that the matrix by which the adjoint operator  is 
represented is transposed to the matrix representing operator . 

TAT
A

If the model is non-linear, then it is first necessary to produce a linearized version. In other 
words, the non-linear model 

)c(B
t
c

=
∂
∂  (3.3)   

is rewritten as 

c)c('B
t

)c( δδδ
=

∂
∂  (3.4)   

cδ
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where  is some small variation of c  and  is a linear operator obtained by 
differentiation of . The adjoint equation of the linear model (3.4) can be formed in the 
following way: 

'B
B

( ) qqB
t
q T δδ

δ )(')(
−=

∂
∂(3.5)  . 

It is not necessary to go into further details for the purposes of this paper. More details about 
adjoint equations can be found in (Marchuk, 1995, Marchuk et al., 1996, Wang et al., 2001). 
We shall finish this section with two remarks. 

Remark 1. Adjoint equations of the continuous models have been discussed above. 
Sometimes it is more appropriate to form the adjoint equations of the discretised model (see, 
for example, Lewis and Derber, 1985). Such formulations will be given in one of the next 
sections. 

Remark 2. Very often splitting techniques are used in connection with large-scale models 
(Hundsdorfer and Verwer, 2003, Zlatev, 1995). If splitting is used, then one normally forms 
the adjoint equations corresponding to the obtained by the splitting procedure chosen sub-
models; see, for example, (Elbern and Schmidt, 1999, Sandu et al., 2003).  

Algorithmic representation of a data assimilation algorithm 

A data assimilation algorithm can be represented by applying the procedure described in 
Fig. 4.1. An optimization procedure is needed for the calculations in the green box (roughly 
speaking, the direction of the ”steepest descent” is normally to be found and then the value 
of parameter RHO that gives the largest decrease in the direction found is to be used to 
improve the current solution). In practice, it is only necessary here to find a good standard 
minimization subroutine. In our experiments we used the subroutine E04DGF from the NAG 
Numerical Library (see NAG Numerical Library, 2004). It should be easy to call another 
appropriate subroutine. 

{ }0cJNearly all optimization subroutines need the value of the functional  and its gradient. 
The calculation of these values is given in the red box in Fig. 4.1. This is the major part of the 
computational work and is based on scheme described in Fig. 2.1. Let us reiterate here that 
the repeated backward steps can be avoided (see the end of Section 2). 



Data assimilation for some 1-D examples 

It is relatively easy to understand the main ideas on which the variational data assimilation 
is based by studying the process for simple one-dimensional transport equations. Assume 
that the unknown variable ℜ∈c  is the concentration of a given chemical compound and  
is some function (”wind velocity field”), which may depend on and 

V
x,t c . Numerical 

experiments with (a) constant , (b) depending on x  and/or  and (c) V V cV =t  have been 
carried out. In all cases the analytic solution was known, which allowed us to check easily 
the correctness of both the calculated results and the implementation of the algorithms. Only 
results obtained by  depending on  will be presented in this paper.  V x

The three cases, (a), (b) and (c), can be described by the following partial differential equation 
(PDE): 

[ ] [ ] ( ) ( ) .xf,xc,T,t,b,ax,
x
cV

t
c).( =∈∈

∂
∂

−=
∂
∂ 0015  

If the spatial interval, the initial value conditions and function  are chosen to be V

[ ] [ ] ( ) ( )
( )

( ),xx)x(V,xsinxf,,b,a).( −=== π
π

π 2
2

62025 2   

then (5.1) becomes identical to one of the examples, which are studied in (Lewis and Derber, 
1985). Its analytical solution is given by 

  

  INITIALIZE  SCALAR  VARIABLES,  VECTORS  AND  ARRAYS; SET GRADIENT TO ZERO

         DO   ITERATIONS = 1, MAX_ITERATIONS

                 DO   LARGE_STEPS  =  1, P_STEP
                        DO   FORWARD_STEPS = (LARGE_STEPS – 1)*P_LENGTH + 1, LARGE_STEPS*P_LENGTH
                                 Perform a forward step with the 
                        END  DO  FORWARD_STEPS
                        DO   BACKWARD_STEPS = LARGE_STEPS*P_LENGTH, 1, ‐1
                                  Perform a backward step with the
                        END  DO  BACKWARD_STEPS
                       UPDATE  THE  GRADIENT AND CALCULATE THE VALUE OF THE FUNCTIONAL
                END  DO  LARGE_STEPS

                COMPUTE  AN  APPROXIMATION  OF  PARAMETER  RHO
                UPDATE  THE   INITIAL  VALUE  FIELD (NEW FIELD = OLD FIELD  ‐  RHO*GRADIENT)
                CHECK  THE  STOPPING CRITERIA; IF SATISFIED EXIT FROM LOOP DO ITERATIONS
           END DO  ITERATIONS

  PERFORM  OUTPUT OPERATIONS  AND  STOP  THE COMPUTATIONS
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Figure 4.1 An algorithm for performing data assimilation 
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Consider the grids: 

{ }xiiNxix N,,,iforxxxandx,x,N,,,i|xG).(
x

KK 21201045 10 ==−==== − Δπ  

and 

{ }tnntnt N,,,nfortttandt,N,,,n|tG).( KK 2101055 10 ==−=== − Δ  

Let  and . Different numerical methods can be used to calculate 
approximations 

xi Gx ∈ tn Gt ∈

( )nin,i t,xcc).( ≈65  

( )ni tx ,of the exact solution at point  . 

( ) ( )x/t)x(Vw ii ΔΔ 4=The formula given below can be obtained by using the notation  and 
simple finite differences: 

. n,iin,in,iin,iin,in,ii cwccwcwccw).( 111111175 +−++++− −+=++−

Dirichlet boundary conditions can be introduced (by the use of the analytical solution) by the 
following formulae: 

 . 020085 == )t,(c,)t,(c).( π

1=iBy applying (5.8), formula (5.7) can be rewritten for  as 

n,n,n,n, cwccwc).( 2111211195 −=+ ++  

and for  as 1Ni x −=

 . n,1Nn,2N1N1n,1N1n,2N1N xxxxxx
ccwccw)10.5( −−−+−+−− +=+−

Denote 

( )T
n,1Nn,2n,1n x

c,,c,cc)11.5( −= K . 

By using the notation introduced by (5.11), it is possible to rewrite (5.7), (5.9) and (5.10) in a 
matrix form: 

( ) ( ) ( ) ( ),AIAID,cDccAIcAI).( nnnn +−==⇒+=− −
++

1
11125  

where  is the identity matrix and  is a matrix which has non-zero elements only on the 
two diagonals that are adjacent to the main diagonal (and, more precisely, on the 
diagonal below the main diagonal and  on the diagonal above the main diagonal). If 

I A
iw−

iw nc  
has already been calculated, then (5.12) can be used to proceed with the calculation of 1+nc . 
Thus, if an initial field, 0c  is given, then (5.12) can be used to calculate successively, step-by-
step, approximations of the exact solution. 

{ }JGrad  of the functional As mentioned above, it is necessary to calculate the gradient 
{ }0cJ 0c from (1.1) in order to find an improved initial field . Assume as in Section 1 that 

observations are available at times { }P,,,p|tp K10= . Assume also that the calculations by 
formula (5.12) for some  have been completed. It is necessary to form the “adjoint” 
variable  

pn =+ 1
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( )obs
pppp ccWq).( −=135   

and to use it as a starting value in the integration of the “adjoint” equation backward from 
 to  (let us reiterate that in this paper we have IWp =0tt =ptt = ). The backward 

calculations can be carried out by using the following formula, which is the discrete adjoint 
equation corresponding to (5.12): 

.,,p,pn,qDq).( n
T

n 021145 1 K−−== +  

Numerical results 

Several numerical experiments were designed in the efforts to check the correctness of the 
implementation of the variational data assimilation modules. The following issues were 
tested during these experiments: 

• the correct implementation of the forward module, 

• the effects of using different grids, 

• the application of unbiased perturbations of the initial values, 

• the insertion of biased perturbations in the initial values, 

• the effects of reducing the number of observations 

and 

• the variation of the number of analyses (or, in other words, the variation of the number of 
time-points at which observations are available). 

Checking the module for forward integration 
One of the major requirements (at least for the special case treated here) is that the module 
for performing forward integration should be able to improve the accuracy of the results 
when the discretization is refined (i.e. when the grid-points in space and time are increased). 
Results obtained in an experiment where the values of the parameters  and  are 
successively increased (both by a factor of ten) are given in Table 6.1. It is seen that the 
module is performing as it should. The global error is decreased by a factor of approximately 
100 (or, in other words, the accuracy is increased by a factor approximately equal to 100). Of 
course, one has to pay something for the increased accuracy; the figures in the last column 
show that the computing time is increased by a factor approximately equal to 100 when the 
grids are refined. 

xN tN
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Table 6.1 Results obtained when the module for forward integration is checked. 

Global error Rate of improving Time Rate of 
increase xN tN   

- 0.00124 - 11 100 010*01.3  
701.63 0.0127 102.42 101 1000 310*29.4 −  
99.08 1.44 113.39 1001 10000 510*33.4 −  
99.77 178.89 124.23 10001 100000 710*34.4 −  

101.40 18855.19 105.40 100001 1000000 910*28.4 −  
2.10 562389.65 298.27 1000001 10000000 910*04.2 −  

The same perturbation parameter applied on different grids 
The next important issue is to check the potential ability of the data assimilation algorithm to 
improve the initial values of the concentrations when sufficiently many accurate 
observations are available. This can be done in the following way. Assume that the initial 
values )xsin(),x(c =0  are perturbed by using the formula: 

[ ]{ } ( ) ,xsin)(DRAND.c).( i,i α050116 0 −−=   

where is a UNIX generator of random number in the interval [  and  is a 
parameter which can freely be chosen in the interval 

]1,0DRAND α
[ ]1,0 0=α. It is easily seen that (a) if , 

then the initial values of the solution are not perturbed and (b) if 1.0=α  (as in Table 6.2 
below), then the perturbations of the initial values are in the interval [-5%, 5%] without any 
bias. In the forward mode the calculations are carried out by using the perturbed with (6.1) 
initial values. The values of the adjoint variable used in the backward mode are obtained as 
the differences between the calculated with the perturbed initial condition values and the 
exact values at the grid-points, i.e. the exact values play the role of the observations in (5.13). 
It is seen from Table 6.2 that 

• the global error in the forward solution obtained with perturbed initial values 
is large and cannot be improved by refining the grids, 

globalERR

• the error  in the initial solution can be improved significantly by the data 
assimilation algorithm when the resolution is sufficiently good compare the 
corresponding values of and ), 

imprERR 0

imprERR 00ERR

• The error of the forward mode carried out with the improved (by the data 
assimilation algorithm) initial values is clearly becoming smaller when the grid is refined. 
Moreover, the errors are of the same order of magnitude as those obtained when exact 
initial values are used (Table 6.1). This means that we are getting an optimal result, which 
cannot be further improved when the numerical method and the grid are already chosen. 

impr
globalERR
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Table 6.2 Results obtained in the checks of the performance of the variational data assimilation 
algorithm when the initial values are perturbed by random errors in the range [-5%, 5%].  is 

the error induced by the random perturbations,  is the global error when the forward 

integration is performed with the perturbed initial field,  is the error in the improved by the 

variational data assimilation algorithm initial field,  is the global error when the forward 
integration is performed with the improved by the variational data assimilation algorithm initial field. 

0ERR

globalERR
imprERR 0

impr
globalERR

xN globalERRtN 0ERR imprERR 0
impr
globalERR      

11 100 210*55.4 − 110*93.2 −
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    (        0.22) 110*94.1 − 110*94.1 −  
101 1000 210*47.4 − 210*53.7 − 310*62.2 − 310*62.2 −   (      17.06)  

1001 10000 210*99.4 − 110*10.1 − 510*64.2 − 510*64.2 −   (   1890.15)  
10001 100000 210*99.4 − 110*44.1 − 710*64.2 − 710*64.2 −  (189015.15)  

Results obtained with different values of parameter α  
The results given in Table 6.2 are obtained, as stated in the previous sub-section, by using 

. This means that the perturbations are rather small. Therefore, it is necessary to 
investigate the case where the perturbations are larger. Larger perturbations can be created 
by increasing the value of α . Results obtained with 

1.0=α

1001=xN 10000=tN,  and different 
values of parameter α  are given in Table 6.3. It is clearly seen that the magnitude of the 
errors in the forward mode obtained with the improved initial values are practically not 
depending on the size of parameter α . 

Results obtained when the perturbations created some bias 
The perturbations used in Sub-section 6.2 and Sub-section 6.3 are not creating any bias. Bias 
could be simulated by using the following formulae:  

{ } ( )
,valuesinitialestimatedoverofproduction

,xsin)(DRANDc).( i,i

−

+= α0126 0  

{ } ( )
.valuesinitialestimatedunderofproduction

,xsin)(DRANDc).( i,i

−

−= α0136 0  

 

 



Table 6.3. Results obtained in the checks of the performance of the variational data assimilation 
algorithm when ,  and parameter 
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1001=xN 10000=tN α  is varied in the range  with 

step 0.1. , ,  and  are defined in Table 6.2. 

[ ]0.1,1.0
impr
globalERRimprERR 00ERR globalERR

α  
globalERR0ERR impr

globalERRimprERR 0    

0.1 210*99.4 − 110*10.1 − 510*64.2 − 510*64.2 −    

0.2 210*94.9 − 110*31.2 − 510*64.2 − 510*64.2 −    

0.3 110*47.1 − 110*28.3 − 510*64.2 − 510*64.2 −    

0.4 110*00.2 − 110*14.4 − 510*64.2 − 510*64.2 −    

0.5 110*46.2 − 110*83.5 − 510*64.2 − 510*64.2 −    

0.6 110*99.2 − 110*79.6 − 510*64.2 − 510*64.2 −    

0.7 110*43.3 − 110*47.9 − 510*64.2 − 510*64.2 −    

0.8 110*96.3 − 110*55.8 − 510*64.2 − 510*64.2 −    

0.9 110*49.4 − 010*07.1 − 510*64.2 − 510*64.2 −    

1.0 110*90.4 − 010*02.1 − 510*64.2 − 510*64.2 −    

 

Results obtained by producing perturbations in the initial value by using (6.2) are given in 
Table 6.4. The error in the improved initial field as well as the global error in the forward 
mode do not depend on the value of α  (as a matter of fact, the rounded to the third 
significant decimal numbers are the same for all values of α ). Results obtained by using (6.3) 
instead of (6.2) are quite similar to the results shown in Table 6.4. 

Results obtained with reduced number of observations 

The results given in the previous sections were obtained by using “observations” (exact 
values of the solution) at all spatial grid-points xi N,1,0i,x K=  at the time-points 

(i.e. at every point where backward calculations are initiated). In the practical 
situations the number of observations will be limited. Therefore, it is necessary to 
investigate the accuracy of the results when the number of observations is reduced. Two 
different cases should be investigated: 

Pp ,,2,1 K=

the adjoint variable is set to zero if there is no observation at spatial grid-points under 
consideration. 

• 

• 

and 

an attempt to get “observations” at all spatial grid-points (by interpolation) is made. 



Table 6.4 Results obtained in the checks of the performance of the variational data assimilation 
algorithm when ,  and parameter 
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1001=xN 10000=tN α  is varied in the range  with 

step 0.1. , ,  and  are defined in Table 6.2. 

[ ]0.1,1.0
impr
globalERRimprERR 00ERR globalERR

α  
globalERR0ERR impr

globalERRimprERR 0    

0.1 110*00.1 − 110*77.1 − 510*64.2 − 510*64.2 −    
0.2 110*99.1 − 110*63.3 − 510*64.2 − 510*64.2 −    
0.3 110*96.2 − 110*37.5 − 510*64.2 − 510*64.2 −    
0.4 110*00.4 − 110*08.7 − 510*64.2 − 510*64.2 −    
0.5 110*95.4 − 110*97.8 − 510*64.2 − 510*64.2 −    
0.6 110*98.5 − 010*00.1 510*64.2 − 510*64.2 −    
0.7 110*98.6 − 010*33.1 510*64.2 − 510*64.2 −    
0.8 110*89.7 − 010*40.1 510*64.2 − 510*64.2 −    
0.9 110*95.8 − 010*65.1 510*64.2 − 510*64.2 −    
1.0 110*87.9 − 010*88.1 510*64.2 − 510*64.2 −    

The adjoint variable is set to zero when no observation is available 
It is easy to apply this possibility. Some results are given in Table 6.5. It is assumed that 
“observations” are available at every second spatial grid-point. This is a very restrictive 
assumption when refined grids are used. Nevertheless, it is seen that the results are much 
less accurate than those presented in Table 6.2 (where “observations” in all grid-points were 
used in the calculations). The results indicate that if the spatial grid is fine (100 or more grid-
points), then the results can be improved by using data assimilation by a factor 
approximately equal to 2. The results shown in Table 6.6 indicate that this statement seems to 
be true also when the magnitude of the perturbations is increased by varying parameter α . 
Comparing the results in Table 6.6 with the corresponding results in Table 6.3, it is seen that 
(a) the results in the third and the fourth columns are identical in the two tables and (b) while 
the errors given in the fifth and the sixth columns in Table 6.3 do not depend on parameter 

, the corresponding errors in Table 6.6 grow when the value of α α  is increased. 

Using interpolation to obtain “observations” at all spatial points 
The results in Sub-section 6.5.1 show that it is not advisable to set the adjoint variable to zero 
when no observation is available at the spatial grid-point under consideration. It will be 
shown now that it might be more profitable, in some situations at least, to try to calculate 
approximations to the missing observations by using some interpolation rules. For our 
purposes, the application of simple rules for linear interpolation is quite sufficient and such 
rules will be used in this section. However, some more advanced interpolation rules (as, for 
example, cubic splines) may be more successful in some other situations. 



Table 6.5 Results obtained in the checks of the performance of the variational data assimilation 
algorithm when the initial values are perturbed by random errors in the range [-5%, 5%] and when 
“observations” are available in every second spatial grid-point. The adjoint variable is set to zero at 
the points where “observations” are not available. , ,  and  are 
defined in Table 6.2. 

impr
globalERRimprERR 00ERR globalERR

xN globalERRtN 0ERR imprERR 0
impr
globalERR      

11 100 210*55.4 − 110*93.2 − 110*01.1 − 110*28.2 −   (0.45)  
101 1000 210*47.4 − 210*53.7 − 210*47.2 − 210*97.3 −   (1.81) 

 
1001 10000 210*99.4 − 110*10.1 − 210*54.2 − 210*56.5 −   (1.96) 

 
 

Table 6.6 Results obtained in the checks of the performance of the variational data assimilation 
algorithm when , , parameter 
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1001=xN 10000=tN α  is varied in the range [  with step 

0.1 and when “observations” are available at every second spatial grid-point. , , 

 and  are defined in Table 6.2. 

]0.1,1.0

0ERR globalERR
impr
globalERRimprERR 0

α  
0ERR globalERR impr

globalERRimprERR 0    

0.1 210*99.4 − 110*10.1 − 210*54.2 − 210*56.5 −    
0.2 210*94.9 − 110*31.2 − 210*00.5 − 110*16.1 −    
0.3 110*47.1 − 110*28.3 − 210*38.7 − 110*62.1 −    
0.4 110*00.2 − 110*14.4 − 110*00.1 − 110*07.2 −    
0.5 110*46.2 − 110*83.5 − 110*28.1 − 110*94.2 −    
0.6 110*99.2 − 110*79.6 − 110*52.1 − 110*43.3 −    
0.7 110*43.3 − 110*47.9 − 110*72.1 − 110*72.4 −    
0.8 110*96.3 − 110*55.8 − 110*00.2 − 110*26.4 −    
0.9 110*49.4 − 010*07.1 − 110*31.2 − 110*37.5 −    
1.0 110*90.4 − 010*02.1 − 110*46.2 − 110*15.5 −    

 

The results in Table 6.7 are obtained using the same parameters as those used to calculate the 
results in Table 6.5 with the only exception that linear interpolation is used to obtain 
“approximations of the observations” in the spatial grid-points at which “observations” are 
not available. 

Some results for  obtained when both the number of “available observations” and 
parameter  are varied are given in Table 6.8. It is seen that the results become poorer when 
the number of “observations” is decreased. However, the accuracy of the results is very 
insensitive to variations of  (i.e. the variations of the magnitude of the perturbations 
inserted in the initial values). 

impr
globalERR

α

α

 



Table 6.7 Results obtained in the checks of the performance of the variational data assimilation 
algorithm when the initial values are perturbed by random errors in the range [-5%, 5%] and when 
“observations” are available in every second spatial grid-point. Linear interpolation is used to obtaine 
approximations of the observations at the points where “observations” are not available. , 

,  and  are defined in Table 6.2. 
0ERR

impr
globalERRimprERR 0globalERR

xN globalERRtN 0ERR impr
globalERRimprERR 0      

11 100 210*55.4 − 110*93.2 − 110*01.1 − 110*28.2 −  (         0.45)  
 

101 1000 210*47.4 − 210*53.7 − 310*61.2 − 310*17.3 −  (        17.12) 
  

1001 10000 210*99.4 − 110*10.1 − 510*64.2 − 510*21.3 −  (    1890.15)  
 

10001 100000 210*99.4 − 110441 −*. 710642 −*. 710642 −*.  (168421.57) 
    

 

Table 6.8 Values of  (see the captions in Table 6.2) obtained by using the variational data 

assimilation algorithm with , 

impr
globalERR

1001=xN 10000=tN  when parameter α  is varied in the range 

 with step 0.1 and when the number of “observations” N_OBS is varied. [ 0.1,1.0 ]
α  N_OBS=1000 N_OBS=500 N_OBS=125 N_OBS=20 N_OBS=5 
0.1 510*64.2 − 510*21.3 − 410*39.3 − 210*34.1 − 110*05.2 −     
0.2 510*64.2 − 510*21.3 − 410*39.3 − 210*34.1 − 110*05.2 −     
0.3 510*64.2 − 510*21.3 − 410*39.3 − 210*34.1 − 110*05.2 −     
0.4 510*64.2 − 510*21.3 − 410*39.3 − 210*34.1 − 110*05.2 −     
0.5 510*64.2 − 510*21.3 − 410*39.3 − 210*34.1 − 110*05.2 −     
0.6 510*64.2 − 510*21.3 − 410*39.3 − 210*34.1 − 110*05.2 −     
0.7 510*64.2 − 510*21.3 − 410*39.3 − 210*34.1 − 110*05.2 −     
0.8 510*64.2 − 510*21.3 − 410*39.3 − 210*34.1 − 110*05.2 −     
0.9 510*64.2 − 510*21.3 − 410*39.3 − 210*34.1 − 110*05.2 −     
1.0 510*64.2 − 510*21.3 − 410*39.3 − 210*34.1 − 110*05.2 −     

Varying the number of analyses (the numbers of time-points at which 
observations are available 
In all experiments in the previous sub-sections the number of time-steps per analysis was 
fixed (i.e. after performing 10 time-steps the adjoint variable was formed and a new analysis 
was calculated by performing backward integration to the initial time-point ). This might 
be very expensive (in terms of computing time). On the other hand (and this may be much 
more important in practice), observations are often available at a few time-points. Therefore, 
it is worthwhile to investigate the behaviour of the variational data assimilation when the 
number of analyses is varied. It is desirable to be able to use as many as possible time-steps 
per analysis (or, in other words, to reduce the number of analyses as much as possible). Some 

0t
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1001=xN 1.0=α10000=tNresults, which are obtained by using , ,  and different numbers 
of analyses ( ), are given in Table 6.9. STEPP _

Table 6.9 Values of  (see the captions in Table 6.2) obtained by using the variational data 

assimilation algorithm with , 

impr
globalERR

1001=xN 1.0=α10000=tN , , five different values of N_OBS and 
different numbers of analyses . STEPP _

N_OBS=1000 N_OBS=500 N_OBS=125 N_OBS=20 N_OBS=5 P_STEP 
1000 510*64.2 − 510*21.3 − 410*39.3 − 210*34.1 − 110*05.2 −     
100 510*66.2 − 510*20.3 − 410*48.3 − 210*34.1 − 110*06.2 −     
10 510*90.2 − 510*04.3 − 410*91.3 − 210*50.1 − 110*15.2 −     
1 510*27.5 − 510*27.5 − 410*87.5 − 210*75.2 − 110*55.3 −     

Conclusions 

The test-example defined by (5.1)-(5.2) is very simple. Therefore, it is only possible to make 
conclusions about the cases in which (a) it is quite certain that the data assimilation 
algorithm is not performing well and (b) there is some hope that the data assimilation 
algorithm will perform well, but more experiments with test examples that are closer to real 
cases are necessary. 

When will the data assimilation algorithm not work? 
The experiments in Section 6 indicate that there are at least two cases, in which the data 
assimilation algorithm will not lead to a substantial improvement of the results. These cases 
are: 

• the discretization is crude 

and 

• the number of observations is very small. 

This implies that two requirements should be imposed when data assimilation algorithms 
are to be used: (a) the discretizations should be sufficiently accurate and (b) the number of 
available observations should be sufficiently large. We are not discussing here the reliability 
of the observations, i.e. it was assumed that the observations are reliable. In the real case the 
reliability of the observations is an important topic, which should be taken into account 
when data assimilation algorithms are to be used. 

When will the data assimilation algorithm likely work well? 
It is clear from the experiments in Section 6 that one should expect the data assimilation 
algorithm to work satisfactorily well in the several cases when the following conditions are 
satisfied:  

• If there are sufficiently many observations, then the results will be substantially improved 
even if the initial values are quite crude (see Table 6.3). This is also true when there is 
some bias of the errors in the initial values (see Table 6.4). 
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• Assume that the number of observations is less than the number of spatial grid-points 
(which will be always the case in real situations). In this case, it might be useful to 
calculate (by applying some interpolation rules) “approximate observations” in the grid-
points where there are not observations (compare the results in Table 6.5 and Table 6.6 
with the results in Table 6.7 and Table 6.8). 

• The results seem to be rather insensitive to the number of analyses that are actually used 
(see Table 6.9). It is important to check further whether this nice property holds in more 
complicated cases, because the data assimilation procedure will become extremely 
expensive if many analyses are needed. 

• It is important to improve the performance of the data assimilation algorithm with regard 
to computing time (it is seen that there are problems with the computing time even for the 
simple one-dimensional example treated in this paper). Parallel algorithms, similar to 
those used in (Alexandrov et al., 2004) and (Dimov et al., 2004b) might lead to a 
considerable improvement of the performance. 

How to continue this research? 
It is clear that, before applying data assimilation algorithms in studies involving large-scale 
air pollution models, it is necessary to eliminate the cases in which these algorithms will not 
work well. In this study it was shown, by using a simple example that there are at least two 
such cases (see Sub-section 7.1). In the further investigations the following situations must 
carefully be studied: 

• Two and three-dimensional test examples should also be studied. 

• Chemical reaction schemes are treated. 

• The impact of operational splitting, which is practically unavoidable in real applications; 
see, for example, (Dimov et al., 2004a), on the data assimilation algorithms should be 
investigated. 

{ }JGradAppendix 1: Reducing the computational work in calculating  

( ) ,P,,,p,tW p K10=Let  be the identity matrix. Assuming that the ordinary inner 
product is used in (1.1), the scalar to be minimized in the variational data assimilation 
procedure is 

{ } ( ) .cc
2
1cJ).A(

P

p

obs
pp0

2

0

1 ∑
=

−=  
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We can consider  as a function of the concentrations J pc at : P10 t,,t,t K

)c,...,c,cJ(J(A.2) P10= ,  .:J 1)(Ps ℜ→ℜ +

Denote the solution operator used at the p-th time-step by . Clearly, . 

Moreover, since we have:  

ss
p :M ℜ→ℜpM

,IM =0

.))c(MMM ...,),c(MM),c(M,cJ()c,...,c,cJ(J(A.3) 012P01201P10 ⋅⋅⋅== 0  

T
P100 )c,...,c,c(c:M a . Obviously,  Let 



T
12P121 )MMM...,,MM,M,I(M(A.4) ⋅⋅⋅= ,  .:M 1)(Pss +ℜ→ℜ

The minimization of  requires the evaluation of the gradient of the composition  at J MJ o
0c , because we have: 

( ){ } .)c(M)'(JcJGrad(A.5) 00 o=  

By using the chain rule of differentiating on the right-hand side, we obtain that 

( ){ } .)))c(M(J'())c((M'cJGrad(A.6) 0
T

00 =  

)c(M' 0 0c
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Here stands for the derivative of at M (a linear operator of type ) 
and the superscript T refers to the adjoint (i.e., the transpose of the corresponding matrix). 

This means that, to compute the above gradient, 

1)(Pss +ℜ→ℜ

T
0 ))c((M' should be applied to the vector 

.)c,...,c,c(J'))c(M(J'(A.7) 1)(Ps
P100

+ℜ∈=  

1)(Pss
0 :)c(M' +ℜ→ℜ .:))c((M' s1)(PsT

0 ℜ→ℜ +As stated above, . Therefore,  Consider 

( )Pq,q,qq K10= .P,,,p,ccq obs
ppp K10=−= 1)(Psq +ℜ∈, where  It is readily seen that  

and the following equality holds: 

))q(MMM,...,)q(MM),q(M,q()q())c((M'(A.8) P
T
P

T
2

T
12

T
2

T
11

T
10

T
0 ⋅⋅⋅=  

with , p = 1, 2, …, P. Here we used the rule about the transpose of a product 
of matrices. 

ssT
p :M ℜ→ℜ

 

Clearly,  

( ) .)cc,...,cc,cc(q,,q,q)c,...,c,c(J'(A.9) 1)(Psobs
PP

obs
11

obs
00PP10

+ℜ∈−−−== K10  

Now the desired gradient can be obtained by using (A.6), (A.8) and (A.9): 

{ } ))c,...,c,c(J'())c((M')cJ(Grad(A.10) P10
T
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PP

T
P

T
1

obs
22

T
2

T
1

obs
11

T
1

obs
0 −⋅⋅⋅++−+−+= 0  

 

The right-hand side of (A.10) can be rewritten as 

,)))...cc(Mcc(Mcc(M)c-c((A.11) obs
33

T
3

obs
22

T
2

obs
11

T
1

obs
0 +−+−+−+0      

which allows us the reduce considerably the computational work. Namely, instead of 
computing the terms one by one on the right-hand side of (A.10), we should, according to 
(A.11), use the following algorithm: 

obs
PP cc − , evaluate the difference 

apply to this difference, T
PM



obs
1-P1-P cc −evaluate the difference , and add it to the result of Step 2, 

apply to the result,  T
1-PM

.,,,P,Pp 0121 K−−=  perform successively steps 1-4 for 

This is equivalent to applying only once backward integration of the adjoint model, which 
means that the computing time can be reduced when the above algorithm is used. On the 
other hand, however, since the adjoint variables are used in reverse order, it is necessary to 
store all of them during the forward mode, which leads to an increase of the storage needed.  
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Introduction 

The EURAD model system has been applied to episodic and long-term studies of 
atmospheric aerosols in Europe and smaller domains using the method of sequential nesting. 
Much of the simulations have been focussing on the conditions in North Rhine-Westphalia 
(NRW). Monitoring data for PM10 and/or TSP from this domain has primarily been used to 
check the applicability and assess the reliability of the simulated aerosol parameters. 
Considering the uncertainties, which still exist with respect to aerosol emission and 
formation, the results look promising in general, so that the model complemented by the 
aerosol module MADE2 can well be used as a supporting tool for the analysis of spatial and 
temporal variability of atmospheric particulate matter.  

At the same time comparisons between observations and calculations provide valuable hints 
to weaknesses in our understanding and mathematical representation of the complex 
atmospheric aerosol system. This holds for deviations of spatial distributions as well as of 
temporal changes. It is an ongoing task of model development to identify such weaknesses, 
improve the algorithms used in the model and thus increase its reliability. A major problem 
of comparisons of modelled aerosol parameters with observations is the availability of more 
sophisticated measurements beyond just aerosol mass, e. g. observations of composition or 
detailed size distributions. Therefore, peculiar strategies for reliability tests have to be 
developed building among others on sensitivity and plausibility checks and/or model 
comparisons. The latter way was chosen in studies by Hass et al. (2003) and van Loon et al. 
(2004). This study is more concerned with the exploitation of sensitivity arguments in 
connection with statistical evaluation. 

Availability of atmospheric aerosol data for model evaluation 

Table 1 is a tentative estimate which aerosol data is available for comprehensive ABL air 
quality model evaluation and has been used for this purpose. Evidently, only PM and TSP 
monitoring station networks appear to generate enough data allowing reliable testing of 
simulated horizontal distributions of these parameters. As regards spatial coverage in 
Europe, some regional networks (like the one in North Rhine-Westphalia used in this study, 
Fig. 1) are available. Nevertheless, large gaps still exist causing serious limitations of 
evaluation studies. Apparently, vertical profile measurements, e. g. from lidar networks, 
have not yet been systematically employed for model evaluation. 



Table 1: Use of atmospheric aerosol data for complex model evaluation 

DATA APPLIED? 

routine measurements of PM10, PM2.5, inorg. comp. (horizontal 
distribution) 

yes 
rare 

special measurement programmes (spectra, compos. etc) not really 
lidar (vertical distribution) no (?) 
turbidity not yet 
satellite measurements (AOD) (?) 
laboratory data 
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Figure 1. LUQS air quality monitoring network of North Rhine-Westphalia 2001 
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Comparison with observations 

Long-term simulations of aerosol in NRW have been carried out for 1997 and 2002. The 
results have been compared with measured time series from the monitoring network 
(example in Fig. 2, summer 1997), scatter diagrams (Fig. 3) and hit rate estimates (Figs. 4) 
have been employed for statistical evaluation. Significant differences may be obtained for the 
hit  
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Figure 2. Time series, PM10 daily maxima. Calculated maxima from hourly values as obtained for 
different horizontal resolution by sequential nesting (CG = 125 km, N1 = 25 km, N2 = 5 km). NRW air 
quality monitoring network (LUQS) averages are shown. 

 

 

Figure 3. Comparison of measured and calculated daily averages of PM10 in NRW, year 1997 
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Figure 4. Hit rates 1997, NRW 
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rates in different years. An obvious deficit of the calculations is the underestimation of PM10 
as well as TSP in summer clearly showing up in the scatter plot (Fig. 3) and also indicated by 
the hit rates. Interestingly, this summer effect is more pronounced in the simulations with 
finer resolution (nest 2). Since a special emission inventory has been chosen for this nest 
(NRW) shortcomings of the inventory (e. g., the difficult assessment of emissions by non-
point sources) may have caused the underestimation. Uncertainties of aerosol chemistry 
parameterizations may also contribute. 

Sensitivity considerations 

A peculiar way to check the performance of a model is the comparison of calculated results 
with expectations regarding the role of processes relevant for aerosol formation and 
distribution. For instance, the sensitivity of aerosol distribution to frontal passages and 
clouds could be exploited in this way. This has the advantage that one can extend model 
tests far beyond experimental and financial limits of comprehensive atmospheric aerosol 
distribution and composition measurements. This compensates to a great deal the softness of 
plausibility arguments which have to be applied in this case.  

Dealing with the problem of vertical aerosol distribution which is rarely studied in air 
quality simulations (though it is an important factor for the transport and deposition of 
particulate matter) one expects typical changes during days with high pressure conditions 
which should  



Figure 5. Vertical distribution of PM2.5 during anticyclonic weather conditions 
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Figure 6. Horizontal distribution of anthropogenic secondary organic aerosols 

Anthropogenic Secondary Organic Aerosols 
Aitken mode (left)   accumulation mode (right) 
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Figure 7. Horizontal distribution of biogenic secondary organic aerosols 

Biogenic Secondary Organic Aerosols 
Aitken mode (left)           accumulation mode (right) 

 

be reproduced by a reliable model in a reasonable way (Fig. 5). Secondary aerosols should 
develop peculiar horizontal structures depending on the distribution of sources of 
precursors which are different for biogenic and anthropogenic emissions. Examples for the 
Aitken and accumulation modes are shown in Figs. 6 and 7. 

A quite promising way of assessing the plausibility of aerosol simulations in air quality 
models is the analysis of aerosol composition and expectations for it in different seasons and 
at different locations. Fig. 8 shows that rather detailed information can be obtained from a 
complex model which should be exploited for reliability studies much more in future. 

          

 
Figure 8. Composition of simulated total suspended matter (TSP) and observed TSP at station Borken, 
NRW. Model resolution 5 km. 
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Conclusion 

Comprehensive aerosol simulation models are important tools for assessing the air quality 
and possible adverse effects of particulate matter in the atmosphere. Our experimental 
knowledge is quite limited in many respects and models can help to bridge the existing gaps 
through smart strategies of their application. Examples of sensitivity and plausibility tests 
presented in this short paper may give some hints how to proceed. 
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Introduction 

The EUROS model is an Eulerian air quality model for the simulation of tropospheric ozone 
over Europe. It was originally developed at RIVM in the Netherlands and was implemented 
in Belgium in 2001. It is now an operational tool for policy support at the Interregional Cell 
for the Environment (IRCEL) in Brussels (Delobbe et al., 2002; Mensink et al., 2002).  

The base grid of EUROS covers nearly whole Europe with a resolution of 60x60 km. Several 
subgrids (e.g. around Belgium) with a resolution of down to 7,5x7,5 km can be chosen. 
EUROS uses ECMWF meteorological data and emission data from EMEP/CORINAIR for 
the base grid and additional data from a Flemish Emission Inventory for the subgrid in and 
around Belgium. The vertical structure of the atmosphere is represented in EUROS by four 
layers: ground layer, mixing layer, reservoir layer and top layer. Ozone chemistry is 
computed using the CB-IV-mechanism. 

The scope of this study is to investigate the possibilities to extend EUROS to model also fine 
particulate matter. For this purpose an extended literature study covering a range of 
contemporary aerosol models was carried out. Special attention was paid to their capabilities 
of modelling secondary aerosol formation in the atmosphere. Chemical gas phase 
mechanisms (e.g. extensions of existing mechanisms for ozone formation to aerosol 
modelling), as well as gas phase/solid phase equilibrium models were investigated. 
Following this literature study, the Caltech Atmospheric Chemistry Mechanism (CACM, 
Griffin et al., 2002) and the Model of Aerosol Dynamics, Reaction, Ionization and Dissolution 
2 (MADRID 2, Zhang et al., 2004) were selected and implemented in EUROS.  

CACM is the first mechanism describing the formation of secondary organic aerosol 
precursors in the atmosphere in a mechanistic way. Hence, this mechanism can be 
considered inherently superior to the mechanisms existing so far, treating these processes 
mainly phenomenologically. Additionally, it opens possibilities for future developments as 
new data becomes available. MADRID 2 contains various modules originating from other 
aerosol models which showed good performance during literature reviews and additionally 
some new developments. It treats the formation of secondary aerosols via equilibrium 
calculations between the gas phase and the aerosol phase. ISORROPIA is used for inorganic 
compounds, organic compounds are treated via a new developed module (Pun et al., 2001; 
2002). Also dynamic processes (e.g. nucleation of particles) are included into MADRID 2. 

mailto:felix.deutsch@vito.be
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Methodology 

Implementation of the gas phase chemical mechanism CACM into EUROS 
The ozone version of EUROS uses the CB-IV-mechanism with 87 reactions and 32 
components. The Caltech Atmospheric Chemistry Mechanisms (CACM) comprises in 
contrast 361 reactions among 122 components. CACM contains besides the complete ozone 
chemistry also the reactions of various generations of organic compounds during which 
semi-volatile reaction products are formed which can equilibrate into the solid phase. 42 of 
these condensable products are treated in CACM, all of them reaction products of 
anthropogenic and natural organic compounds, e.g. terpenes. Various routines of EUROS 
(e.g. VOC-split, background concentrations) were adjusted to CACM. 

Implementation of the aerosol module MADRID 2 into EUROS 
In the Model of Aerosol Dynamics, Reaction, Ionization and Dissolution 2 (MADRID 2) 
thermodynamic equilibrium calculations are carried out via ISORROPIA (Nenes et al., 1989) 
for inorganic compounds and via the new developed AEC-SOA-module (Pun et al., 2001; 
2002) for organic compounds. Mass transfer between gas phase and solid phase can be taken 
into account via different approaches, e.g. the CMU Hybrid Model (Capaldo et al., 2000), 
supposing instantaneous equilibrium for small particles and calculating mass transfer for 
larger particles. Nucleation of new particles is treated by calculating the relative rates of new 
particle formation and condensation onto existing particles. Deposition of particles is 
calculated following a resistance approach. 

Secondary organic aerosols are calculated after lumping the 42 condensable compounds 
from CACM into 5 hydrophilic and 5 hydrophobic surrogate compounds in MADRID 2. The 
hydrophilic compounds are equilibrated between the gas phase and the “liquid” phase of the 
aerosol particles according to Henry’s law. The necessary activity coefficients are calculated 
by UNIFAC, which is based on group-contribution theory (Fredenslund et al., 1975; Saxena 
et al., 1995). The water content of the aerosols is calculated by the ZSR (Zdanovskii-Stokes-
Robinson) algorithm. Hydrophobic organic reaction products from CACM are equilibrated 
between the gas phase and an absorbing organic aerosol phase, consisting of primarily 
emitted organic aerosols and of other secondary hydrophobic organic compounds. Because 
both the inorganic and the organic hydrophilic aerosol composition determine the amount of 
water connected to the aerosol particles and the acidity of the aqueous phase, the inorganic 
and the organic hydrophilic equilibrium module are called iteratively until constant liquid 
water content and acidity is reached. Only then the module for the organic hydrophobic 
compounds is called.  

For the implementation EUROS was provided with additional emission data of point and 
surface sources for ammonia and two size fractions of particles (< 2,5 µm; 2,5 – 10 µm) from 
the EMEP-database for Europe and from a recent emission inventory for Flanders. 

Results and Discussion 

The current implementation of CACM and MADRID 2 enables EUROS to calculate mass and 
chemical composition of aerosols in two size fractions (PM2,5 and PM10-2,5). The chemical 
composition is expressed in terms of 7 components: ammonium, nitrate, sulphate, primary 
inorganic compounds, elementary carbon, primary organic compounds and secondary 
organic compounds (SOA). The updated EUROS has been tested for several periods in 2003. 



Figure 1 shows the modelled daily averaged concentration of PM
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2,5 on August 10th 2003 in 
the whole EUROS-domain with a resolution of 60x60 km. Figure 2 shows the area of the grid 
refinement in and around Belgium with a resolution of 15x15 km. 

 
Figure 1: Daily averaged concentration of PM2,5 on August 10  2003 in the EUROS domain. th

 

 
Figure 2: Daily averaged concentration of PM2,5 on August 10th 2003 in the area of the grid refinement 
with a resolution of 15x15 km. 
 
A validation of the model was performed for 4 episodes (each 2 or 3 weeks duration) 
covering all seasons of the year 2003. The obtained aerosol concentrations were compared to 
concentrations observed at 5 monitoring stations of the air quality monitoring network of the 
Flemish Environment Agency (VMM).  
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Figure 3: Measured and modelled concentrations of PM
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10 in Antwerp, July 25 -August 15 , 2003. th th
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Figure 4: Measured and modelled concentrations of PM2,5 in Antwerp, July 25 -August 15 , 2003. th th

 

Figure 3 shows as an example PM10-concentrations measured between 25  of July and 15th th of 
August 2003 at a monitoring station in the city centre of Antwerp and PM10-concentrations 
modelled for the 15x15 km grid cell within which Antwerp is situated. PM10-concentrations 
have been measured by TEOM and subsequently corrected to account for losses of volatile 
material (“measurement PMref_10”). Figure 4 shows the measured and modelled PM2,5-
concentrations for the same time period and monitoring station. 

The comparison shows that modelled PM-concentrations are generally consistent with 
measured concentrations. The trend of the measured values towards higher PM-
concentrations during the second part of this episode is reproduced by the model, although 
on some days quite strong underprediction of PM-mass occurs.  



Figure 5 shows the modelled chemical composition of the size fraction PM2,5 in Antwerp, 
also for the time period from July 25  until August 15th th, 2003. The main components in the 
fine fraction were nitrate, sulphate, ammonium and also SOA, thus predominantly 
secondary components. The primary components were of minor importance in the small 
particles. 
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Figure 5: Chemical composition of the size fraction PM2,5 in Antwerp in July/August 2003. 

Figure 6 shows the chemical composition of the size fraction PM10 in Antwerp during the 
same time period. As anticipated, the primary components of the aerosol are mainly situated 
on the larger particles.  
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Figure 6: Chemical composition of the size fraction PM10 in Antwerp in July/August 2003. 

In the size fraction PM10 primary inorganic compounds and also elementary carbon show a 
much higher abundance than in the size fraction PM2,5. On average, 54% of all material in the 



size fraction PM2,5 and 11% in the size fraction PM10-2,5 were of secondary origin during this 
episode.  

In contrast, during an episode in the autumn, the modelled chemical composition was less 
dominated by secondary aerosols. Figure 7 shows the chemical composition of the size 
fraction PM
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2,5 in central Antwerp in the period between October 4  and 19 , 2003. th th
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Figure 7: Chemical composition of PM  in Antwerp between October 4  and 19 , 2003. th th2,5

 

Figure 8 shows the corresponding figure for the chemical composition of the size fraction 
PM10 in October 2003.  
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Figure 8: Chemical composition of PM10 in Antwerp between October 4  and 19 , 2003. th th

 

On average, only 38% of the aerosol mass in the size fraction PM2,5 was secondary and again 
11% of the mass in the size fraction PM10-2,5 was secondary.  
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Conclusions 

The innovative chemical mechanism CACM and the advanced aerosol model MADRID 2 
were successfully implemented into the EUROS-model. Hereby the capabilities of EUROS 
were enlarged in the direction of modelling mass and chemical composition of aerosol 
particles. Currently, two size fractions and seven chemical components can be modelled.  

A comparison showed that modelled PM-concentrations are generally consistent with 
observed PM-concentrations. Nevertheless, sometimes significant underprediction of PM 
mass occurred.  

The chemical composition of the aerosol showed a strong dependence on the season. High 
aerosol concentrations during the summer were mainly due to high concentrations of the 
secondary components nitrate, ammonium and SOA in the size fraction PM2,5. During other 
seasons, secondary components were less abundant in this size fraction, although SOA still 
contributed significantly to the total aerosol mass. Perhaps the equilibrium between gas 
phase and aerosol for the SOA-precursors is shifted more towards the solid phase during 
colder seasons. 

The fine particulate matter version of the EUROS-model showed to be suited to determine 
the most important contributions to aerosol concentrations, including the percentage of 
secondary aerosols. It can be used to define sources and formation mechanisms of particulate 
matter and can be an important policy-supporting instrument for drawing up and evaluating 
reduction scenario’s for fine particulate matter. 

Literature 

Capaldo K.P., Pilinis C. and Pandis S.N. (2000) A computationally efficient hybrid approach 
for dynamic gas/aerosol transfer in air quality models, Atmospheric Environment, 34, 3617-
3627. 

Delobbe L., Mensink C., Schayes G., Brasseur O., Passelecq C., Passelecq D., Dumont G. and 
Demuth C. (2002) BelEUROS: Implementation and extension of the EUROS model for policy 
support in Belgium, Global Change and Sustainable Development, Federal Science Policy 
Office, Brussels. 

Fredenslund A., Jones R.L. and Prausnitz J.M. (1975) Group-contribution estimation of 
activity coefficients in nonideal liquid mixtures, A.I.Ch.R. J. 21, 1086-1099. 

Griffin R.J., Dabdub D. and Seinfeld J.H. (2002) Secondary organic aerosol 1. Atmospheric 
chemical mechanism for production of molecular constituents, J. Geophys. Res. 107(D17), 
4332, doi:10.1029/2001JD000541. 

Mensink C., Delobbe L. and Colles A. (2002) A policy oriented model system for the 
assessment of long-term effects of emission reductions on ozone, Air Pollution Modelling 
and its Applications XV, edited by C. Borrego and G. Schayes, Kluwer Academic/Plenum 
Publishers, pp. 3-11. 

Nenes A., Pandis S.N. and Pilinis C. (1998) ISORROPIA: a new thermodynamic equilibrium 
model for multiphase multicomponent inorganic aerosols, Aquatic Geochemistry 4, 123-152. 

Pun B.K., Wu S.-Y. and Seigneur C. (2001) Contribution of biogenic emissions to the 
formation of ozone and particulate matter: Modeling studies in the Nashville, Tennessee and 



 120 

Northeast domains, Phase 2 Report for CRC Project A-23, Document Number CP051-01-1, 
Coordinating Research Council, Inc., Alpharetta, GA, USA. 

Pun B.K., Griffin R.J., Seigneur C. and Seinfeld J.H. (2002) Secondary organic aerosol 2. 
Thermodynamic model for gas/particle partitioning of molecular constituents, Journal of 
Geophysical Research, 107 (D17), 4333, AAC 4-1 – 4-15. 

Saxena P., Hildemann L.M., McMurry P.H. and Seinfeld J.H. (1995) Organics Alter 
Hygroscopic Behavior of Atmospheric Particles, J. Geophys. Res. 100, 18755-18770. 

Zhang Y., Pun B., Vijayaraghavan K., Wu S.-Y., Seigneur C., Pandis S.N., Jacobson M.Z., 
Nenes A. and Seinfeld J.H. (2004) Development and application of the Model of Aerosol 
Dynamics, Reaction, Ionization, and Dissolution (MADRID), J. Geophys. Res. 109, D01202, 
doi:10.1029/2003JD003501. 

 



Modeling atmospheric mercury at European scale

with the Chemistry Transport Model Polair3D

Roustan Yelva †1, Bocquet Marc,

Musson Genon Luc and Sportisse Bruno
CEREA, Research and Teaching Center in Atmospheric Environment, Joint Laboratory École Nationale des
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Abstract

Two mercury chemistry models have been implemented in the Chemistry-Transport
Model (CTM) Polair3D to perform impact studies at continental scale over Europe.
The first one is a simple model allowing to simulate mercury chemical behavior with a
scavenging ratio. Four mercury species implied in two reactions and three equilibria are
taking into account. The second, conceived on the basis of more complex models, repre-
sents nine mercury species interacting in thirteen reactions and twenty-seven equilibria.
Simulations for the year 2001 have been performed with the two models and results are
compared to the available measurements for air concentrations and wet deposition fluxes.
Gaseous elemental mercury (GEM) is relatively well simulated with time averaged air
concentrations values included in the range 1.5 to 4.0 ng.m−3 for the simple model and
in the range 1.5 to 3.4 ng.m−3 with the detailed one. On the other hand the deposition
fluxes computed by the simple model are negligible and those obtained with the detailed
one are more significant but remain underestimated.

Introduction

Mercury is mainly present in the atmosphere under the form of elemental mercury
(Hg(0)). Background concentrations are weak, of about 1 ng.m−3. However under the
form of methylmercury (Hg(Me)) it is a neurotoxic substance capable to bioaccumulate.
Bioaccumulation means an increase of concentration in a biological organism over time
compared to the concentration in the environment. For this reason it forms a subject
of concern for the different organisations dealing with air quality issues. Among them
the United Nations Economic Commission for Europe (UNECE) spotted mercury in the
protocol on heavy metals of the Convention on Long Range Transboundary Pollution
(CLRTAP).

Atmospheric mercury can be found under multiple forms commonly classified in three
categories: elemental mercury (Hg(0)), oxidised mercury (Hg(II)) and particulate mercury

†1Corresponding author: roustan@cerea.enpc.fr
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(HgP), GEM (elemental mercury in gaseous phase) representing by far the main part in
mass (95-99 %, Ryaboshapko et al, 2002). Mercury species differ by their chemical and
physical properties and consequently have variable behavior. The high saturated vapor
pressure and relatively low reactivity and solubility of GEM explain its long life time of
about one year (Lindqvist and Rodhe, 1985). Because of their higher solubility oxidised
mercury species and particulate ones have much more limited residence time, from hours
to days and from days to weeks respectively (Seigneur et al, 2003).

Usually mercury emissions are distributed according to their origins, anthropogenic
(chlor-alkali production, waste incinerator), natural (geological mercury, volcanoes) or re-
emissions. Re-emissions concern mercury masses that have been previously deposited by
atmospheric removal process and which are likely to be re-emitted after transformation in
soils or water spreads. Natural emissions and re-emissions basically consist in GEM, but
anthropogenic ones are much more diversified and can produce GEM as well as oxidised
or particulate mercury. This issue is also considered by Electricité de France (EDF, the
french national electricity company) since power plants may represent important sources.

1 Polair3D

Polair3D is a three-dimensional chemistry-transport model developed at ENPC
(École Nationale des Ponts et Chaussées) and designed to handle a wide range of ap-
plications from passive transport to photochemistry and aerosol modeling (Mallet and
Sportisse, 2004). The structure of the code has been thought to benefit from automatic
differentiation and to allow the use of several chemistry models (RADM2, RACM, CBM
IV, etc...). Two mercury chemistry models have been implemented, after sensitivity anal-
ysis and validation the aim is to proceed to impact studies. Inverse modeling could be
used later to improve used data set and determine more accurately some key parameters.

1.1 Processes and numerical issues

Classicaly the dispersion of mercury is governed by the following transport equation
describing the time and space evolution of concentration c :

∂c

∂t
+ div(uc)− div(K · ∇c) + Λ c = σ

the processes implied are :

• the advection by wind u, div(uc),

• the turbulent diffusion with K the eddy diffusivity tensor, div(K · ∇c),

• the chemistry and wet scavenging are gathered in Λ c,

• the volume emission, σ.

122



The dry deposition velocity, vd, and the surfacic emissions, E, are used to determine the
ground boundary condition :

div(K · ∇c) · n = E − vd c

with the normal surface vector, inward oriented, n. At the top and lateral faces the
boundary conditions are:

Flux = n · uc

The turbulent diffusion fluxes for these faces are supposed to be negligible in comparison
to advection fluxes and set to zero for the numerical resolution.

Different splitting methods are available in Polair3D to solve the transport equation.
In the case of mercury a simple first order method is applied, begining by advection, then
diffusion along x, y and z, and finally chemistry. The splitting allow to resort to different
numerical scheme for each one of these steps. A third-order direct space time (DST) with
Koren-Sweby flux limiter function scheme is used for advection. Diffusion is spatially
discretized in the classical way with a three point scheme and a second-order Rosenbrock
method is devoted to the time integration of diffusion and chemistry.

Main pathways for mercury from the atmosphere to biological organisms, especially
those of the aquatic food chain, are wet and dry deposition. These two removal processes
are crucial within the framework of mercury impact studies since mercury is a threat due
to its accumulation.

1.2 Dry deposition

Dry deposition gathers several phenomena which successively control the downward
transport of pollutant from the surface boundary layer downto the canopy (Wesely and
Hicks, 2000). The dry deposition velocity is defined by:

F = vd c(zr)

where F is the flux of pollutant towards the surface and c(zr) the pollutant concentration
at the reference height zr for which the dry deposition velocity vd is determined. The
expression of vd as the inverse of the sum of three deposition resistances

vd =
1

Ra + Rb + Rc

returns to the three main steps in the dry deposition process:

• In the main part of the surface boundary layer, from the reference height to quasi-
laminar boundary layer, turbulent diffusion is the dominating process.

• The second part of the downward transport corresponds to the crossing of the quasi-
laminar layer where the role of molecular diffusivity, and consequently the nature of
the pollutant, becomes considerable.

• The last step refers to the surface mass exchange processes between the air and the
canopy.
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Currently the parameterizations used in Polair3D for the mercury model are inspired
from the work of Baer and Nester (Baer and Nester, 1992) with some upgrades to estimate
dry deposition velocity over water spread (Hicks and Liss, 1976) and take into account
canopy water content (Brook et al, 1999).

1.3 Wet deposition

Wet deposition is the superposition of two phenomena, in-cloud scavenging and below
cloud scavenging. Both result in a mass transfer of pollutant from the atmosphere to the
surface during precipitation events, but differ in the moment at which materials penetrate
the aqueous phase. In the case of in-cloud scavenging, they are removed from gaseous
phase by cloud drops and thereafter brought to the surface by rain. The two processes
are not always immediately consecutive, pollutants can be carried by suspended cloud
drops over long distance before being deposited or even released. Below-cloud scavenging
correspond to the mass tranfert of materials from air to rain drops during their fall.

In both case scavenging coefficients are used to estimate the wet deposition flux due
to rain. But for in-cloud scavenging the mass present in the cloud drops should be given
by the chemistry model. The parameterizations applied in Polair3D are those studied
by Sportisse for the below-cloud scavenging coefficient (Sportisse and Du Bois, 2002) and
proposed by Roselle for the in-cloud scavenging coefficient (Roselle and Binkowski, 1999).

2 Mercury chemistry

Two mercury chemistry models have been implemented in Polair3D. The first one
has been proposed by Petersen (Petersen et al, 1995), the mercury chemical behavior is
represented in the below-cloud scavenging coefficient parameterization. This model is well
known as it was one of the first proposed. The second has been developed on the basis of
a comparison work of mercury chemistry models (Ryaboshapko et al, 2002). Chemistry
kinetic is explicitely treated in both gaseous and aqueous phase.

2.1 Petersen model

The idea behind of this chemistry model consists in considering elemental mercury as a
passive tracer in gaseous phase but as a reactive chemical in the aqueous one constituted
by rain drops. Ozone is regarded as the only oxidant species in charge of the oxidised
mercury formation. Oxidised mercury can be reduced after having formed complex with
sulfites ions or being adsorbed by soot particles. Ozone and soot particle concentration
fields are forced with climatological values.

Some considerations on orders of magnitude allow to simplify the equations found
when we assume the different chemical equilibria reached. A last hypothesis of global
equilibrium between the production and the destruction rates of oxidised mercury species
lead to express the mercury scavenging ratio as a function of the ozone and soot particles
concentrations.
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The main weakness of this chemistry model lies in the fact that oxidised mercury
species are not taken into account in the gaseous phase. As GEM is poorly soluble the
reaction in aqueous phase with ozone is very limited. Therefore concentrations of Hg(II)
and HgP are strongly underestimated.

2.2 Detailed model
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This model is conceived on the basis of currently developed model (Ryaboshapko et
al, 2002). The main difference with the precedent consists in the simulation of oxida-
tion reactions and oxidised species in gaseous phase. These reactions are rather slow in
comparison to what happens in aqueous phase, but as oxidised mercury species are easily
scavenged it represents a non-negligible process to correctly evaluate deposition fluxes.

Ozone is always globally considered as the main oxidant. However other species can
become prevalent locally, as chlorine in the marine boundary layer. In regards of what
it is done in the simple model the possible ways of formation and destruction of oxidised
species are multiplied.

With this model chemistry kinetics are explicitly simulated even if some quick equilib-
rium hypothesis are still used. Although the chemistry model is complexified, the linearity
property is preserved.

3 Simulations and results

Simulations have been performed with the two models over the year 2001. The spa-
tial domain extends from 12.375◦W to 37.125◦E in longitude and from 36◦N to 72◦N in
latitude, with a step of 1.125◦ along both longitude and latitude. Fourteen vertical levels
are represented with a top relative height of 5233m.

Meteorological data are provided by the European Centre for Medium-Range Weather
Forecasts with a time step of six hours. Emission and observation data are made available
by the European Monitoring and Evaluation Program centres.The simulation time step
is 900 s, data are linearly interpolated between each data time step.

For our simulations we use the following boundary conditions : 1.75 ng.m−3 at west,
1.7 ng.m−3 at east, 1.5 ng.m−3 at south and 1.42 ng.m−3 at north. These values are
proposed by the Meteorological Synthesizing Centre - East (MSC-E) in a first approach
(http://www.msceast.org/). In addition we have chosen a value of 1.6 ng.m−3 at the
top of the domain. A homogeneous initial concentration of 1.5 ng.m−3 is taken in the
bulk.

3.1 Simple model

On the figure 3 is represented the GEM annual average concentrations field obtained from
the Petersen model. Concentrations values are in the expected order of magnitude, rang-
ing from 1.5 to 4.0 ng.m −3 with a spatial average of 1.9 ng.m−3. The most important
emissions area are clearly apparent although the scale value is quite restricted and concen-
tration gradient relatively weak. The pollutant mass added in the domain by the sources
is superimposed on the background concentrations governed by the boundary conditions.

The comparison of these results with available measurements from the EMEP network
(see figure 4) is partly satisfying, but the number of station is insufficient to conclude on
the model validation. Moreover the stations are not well spatially distributed, all being
in the northern part of the domain.
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Figure 3: GEM annual average concentration for 2001 in ng.m−3 and measurement station localisation.

Since the Petersen mercury chemistry model does not deal with the mercury oxidised
species in gaseous phase, the deposition fluxes and especially the wet one are strongly
underestimated. The ratio between modeled wet deposition fluxes and measured ones is
negligible.

3.2 Detailed model
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Figure 4: GEM annual average concentration for 2001 in ng.m−3 and comparison to measures.

On figure 4 is represented the GEM annual average concentrations field obtained with
the detailed model. Concentrations values are quite similar, ranging from 1.5 to 3.4 ng.m
−3 with a spatial average of 1.9 ng.m−3. Despite slightly better predictions at the stations
it is clear that the interest of the detailed model does not lie in a better evaluation of
GEM concentration.

A substantial contribution consist in its ability to provide reactive gaseous mercury
(RGM = all the gaseous oxidised mercury species) concentration fields (figure 5). RGM
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annual average concentrations range from 5.1 pg.m−3 to 0.73 ng.m−3 with a spatial average
of 0.016 ng.m−3.

Figure 5: RGM annual average concentration for 2001 in ng.m−3 (on the left) and mercury wet deposition
flux in g.km−2.y−1 (on the right).

Here again the order of magnitude corresponds to the expected values, around one
percent of the GEM concentrations. There is a wider range of values with stronger
concentration gradients, the emissions area are more emphasized than previously. These
qualitative results agree with the different behaviors of GEM and RGM. Oxidised mercury
species which are much more soluble than elemental mercury are deposited nearer of
mercury sources, the short residence time justifies the weak background concentrations.

The RGM concentrations have to be correctly evaluate in order to get acceptable
estimates of the mercury deposition fluxes. Oxidised mercury species represent the main
part of the deposited mercury mass. The model results for RGM concentration cannot
be directly validated because of the lack of observation site dedicated to these species.
However it is possible to assess the wet deposition fluxes since there are stations measuring
concentrations in precipitations.

With the detailed model the wet flux values range from 0.03 to 7.4 g.km−2y−1 with
a spatial average of 0.39 g.km −2y−1. Such results constitute a notable progess in com-
parison to those obtained with the Petersen model which gives a spatial average value
of 2.1 10−9g.km−2y−1, but the confrontation with observation data still show a large un-
derestimation of the wet deposition fluxes. The reasons of these discrepansies are not
completely determined so far, a probable cause is the difficulty to get reliable information
on precipitations and clouds.

3.3 Sensitivity test

Some simple sensitivity test have been performed with the Petersen model. The more
impressive results concern the influence of the boundary conditions. A simulation has
been made using “clean air” conditions (figure 6). Concentrations values range from
0.023 to 2.4 ng.m−3 with a spatial average of 0.26 ng.m−3.
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Figure 6: GEM annual average concentration for 2001 in ng.m−3 with clean air boundary conditions (on
the left) and relative variation compared to the reference result (on the right).

There is no doubt that boundary conditions strongly controll the GEM background
concentrations. This is not surprising if one considers the life time of elemental mercury
in the atmosphere. Most of the CTM simulating mercury chemistry resort to global or
hemispheric model to provide boundary conditions to regional model, but this solution
implies that we dispose of the data to perform simulations at this scale. One aim of ongo-
ing work is to use adjoint techniques and inverse modeling in order to improve boundary
conditions data set.

Conclusion

Polair3D was extended to simulate the long range transport, chemistry, dry and wet
deposition of mercury. Two different mercury chemistry models have been implemented
and assessed. The modeled GEM concentrations seem to be in agreement with measure-
ment data for the two models but only the more complex one is able to provide RGM
concentration fields and then is likely to estimate correctly wet deposition removal.

We also observe that GEM concentrations are largely dependent on boundary condi-
tions which justifies future work on it. Moreover differences in behavior between GEM
and RGM indicate the emission speciation as an other likely crucial parameter for the
mercury simulation.
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