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Preface

This is the proceeding from the second workshop on Order Theoretical
Tools in Environmental Sciences, which was held in Roskilde at the
National Environmental Research Institute (NERI), Denmark on October
21th, 1999. The first workshop was held in Berlin November 16th, 1998
and a proceeding from this workshop is available as: “Proceeding of the
workshop on Order Theoretical Tools in Environmental Sciences”,
Berichte des IGB 1998 (Berlin), Heft 6, Sonderheft I, ISSN-Nr. 1432-
508X. One way to get the proceeding from the first workshop can be by
contacting e-mail: pbs@dmu.dk.

The first proceeding paper is an introduction to the principles of partial
order, while the following papers analyses specific problems. The title of
the papers shows clearly that a great variety of different problems can be
involved in the analysis using partial order ranking. Actually the partial
order ranking method as applied in the environmental science seems just
to be in the initial state still having many undiscovered possibilities.
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Introduction to the General Principles of
the Partial Order Ranking Theory1

Rainer Brüggemanna) and Efraim Halfonb)

a) Institute of Freshwater Ecology and Inland Fisheries
Müggelseedamm 310

12587 Berlin-Friedrichshagen
Germany

b) Mc Master University
Hamilton
Canada

                                                  
1 Parts of this text are modified and shortened versions of the GSF-report:
"Theoretical base of the program 'HASSE' ". Brüggemann,R., Halfon, E. , GSF-
report 20/95, 1995

Abstract

Data matrices can be analyzed by several tools. The technique of Hasse
diagrams is one of these tools; it focuses on individual objects and their
relation to each other. This publication explains the Hasse diagram
technique (HDT) and is based on a few simple concepts of set theory, to
perform a sensitivity and stability analysis: A matrix W is the basis to
analyze the importance of criteria by which objects are characterized; in
fact the ranking of a set of objects depends not only on the numerical
values, but even more on the choice of criteria. Each criterion will be
characterized by σ(i) which quantifies its importance on ranking. Several
examples are provided on the application and interpretation of the
analysis. A brief outlook relates HDT with other methods: The cluster
analysis is one of the main focus, some remarks can be found about
deterministic models and their interplay with HDT. Finally Life Cycle
Assessment and its relation to HDT and the use of other graphical
representations is briefly explained.
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1 Introduction

Often a first step in evaluation is to sort objects according to their
properties, which are supposed to be important with respect to the
evaluation. The assessment of priorities is a typical premise before final
decisions are taken. However, often data do not allow to perform ranking
unambiguously. This paper is thought of as an introduction into some
elements of Discrete Mathematics to facilitate the understanding of
ranking. The importance of criteria through which objects are ranked, is
identified. Criteria that have not much influence on ranking may
initialize further statistical investigations in order to be excluded from
future measurements to save costs.

2 Partial order

2.1 Introductory remarks

Hasse diagrams show the relations of partially ordered sets (Posets). Here
we explain why partial order is a useful concept on ranking.

Ordering is a logical way to get an overview over objects: If for example
pesticides are characterized by their detection frequency, DF (P.Sørensen
et al., 1998) then these chemicals can be sorted according to increasing
values of DF, their sequence corresponds to one characteristic number.
Often however, only one number is not sufficient to characterize objects
or -within this example- pesticides. For example not only DF, but also
the observed concentration may be important for the decision to rank
pesticides. Analoguously other objects may be ranked, see for example
databases (Voigt and Brüggemann, 1995, Voigt, 1998) or regions
(Brüggemann and Steinberg, 1999, Brüggemann et al., 1999a and
further references therein), etc. (for a rather recent overview, see
Brüggemann, 1998). Common to these examples is that each object
(pesticide, database, region, soil site etc.) can be characterized by more
than one quantity. Objects which are characterized by several quantities
(we call them “attributes“ -see later for details-) often cannot be ordered,
because there are conflicts between their attributes.

An example may help to understand this:
We may have five objects {a,b,c,d,e} characterized by two properties q1

and q2. As often is the case both attributes do not behave parallel, i.e. a
sorting is wanted, from which it is evident, which object is better then
another with respect to all properties.

Ranking

Sorting objects

Ordering
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We can arrange the five objects according to q1 and q2

               q1 :   a  <    c  <  e <  b <   d

              q2:    a  <   e  <    b <    c < d

Figure 2-1: Two sequences of objects according to two different characteristics

This type of diagram is sometimes called a permutation diagram
(Urrutia, 1987) or with a vertical orientation: parallel coordinates (Welzl
et al., 1998). It shows that there are inversions between the two
sequences. Some objects will mutually exchange their positions in
dependence which quantity is used to define the sequence (for example
c,e). Some other objects do not change their relationships to others, if the
sequence defining quantity (here: q1 or q2) is changed (For example: a,d).

Obviously some "residual order" remains, if both quantities are
considered at once. This fact motivates the term "partial order". Within
the given example of five objects partially ordering arises because more
than one quantity is used to characterize the objects. This especially is
often the case in ecology or ecotoxicology, where the complexity of
nature prevents the use of a single ranking index and where utility
functions (cost/benefit ratios, see for example Seip, 1994) are hardly
available. Therefore the concept of partially ordered sets is useful in
ecosystem theory. If the "usual" order, namely the order in which each
object can be compared with each other, is to be pronounced, the term
"linear" or "total" order is used.

Permutation diagrams become confusing if many objects are included
and especially if more than two quantities characterize the objects. In that
case a corresponding number of sequences may arise and -to make
evident the inversions- for each pair of sequences a permutation diagram
must be drawn. Instead of this troublesome procedure which leads to
m*(m-1)/2 pairs of permutation diagrams (m attributes used) the
technique of Hasse diagrams provides a useful tool for visualization. For
example the partially ordered set of five objects is visualized in a Hasse
diagram in Figure 2-2:

Permutation diagram

Partial order

Ecosystem theory
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d

c

a

e

b

Figure 2-2: The Hasse diagram as an alternative to the permutation diagram shown in
Figure 2-1

Later, we explain how to read a Hasse diagram and how to construct it.
The fact that only a partial order is present, can be directly taken from the
diagram (Figure 2-2). a < c < d and a < e < b < d.

Figure 2-2 also shows that c and e, and c and b resp. change their
position if either attribute q1 or attribute q2 is considered.

2.2 Definition of order

Firstly some simple set theoretical notations are introduced by examples.

⊆: Inclusion. If A ⊆ B then all elements of A are also elements of B. A
may be identical with B. Example: A = {a,b,c} , B={a,b,c,d,e}
then: A ⊂ B

∩: Intersection. If A ∩ B = C then the set C includes all elements
which are common to A and B
Example: A = {a,b,c}, B = {b,d,e,f}
A ∩ B = C = {b}
The empty set is denoted by the symbols ∅ or {}
If A ∩ B = ∅ then A and B are disjoint sets

∪: Conjunction. If A ∪ B = C then the set C includes the elements of
A and those of B
Example: A = {a,b,c}, B = {b,d,e,f}
A ∪ B = C = {a,b,c,d,e,f}
The union of disjoint sets often is denoted as "⊕". For example C
also may be generated by A' = {a,c} and B = {b,d,e,f}:
C = A' ⊕ B
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\: Difference of sets. If A \ B = C then the set C includes the elements
which are elements of A and not of B
Example: A = {a,b,c}, B = {b,d,e,f}
A \ B = {a,c}
Another  example: A = {a,b,c}, B = {a,b,c,d}
A \ B = ∅

Family of sets: Several sets may be considered as elements of a set. For
example: Let be A={a,b,c}, B={e,f} and C={a,f,g}, then
a familiy F of sets , namely F={A,B,C} can be defined.
F itself is a set, namely a set of sets.

Power sets: Given a set A, then the family of all its subsets is called
a power set, denoted by P(A). Example: A={a,b}, then
P(A) = {∅,{a},{b},{a,b}}. Often a family of sets F is
defined as being a subset of a power set with A being the
ground set : F ⊆ P(A)

Within a set E (x,y,z ∈ E) an order (partial order) on E is a relation with
the following properties:
1. x ≤ x reflexivity (2-1)
2. x ≤ y and y ≤  x ⇒ y = x antisymmetry (2-1')
3. x ≤ y  and  y ≤ z ⇒ x ≤ z transitivity (2-1")

Note that x ≤ y or y ≤ x for all pairs (x,y) ∈ E× E is not demanded.
Reflexivity means: An object will be compared with itself.
Antisymmetry expresses the fact that for example 3 < 5 but the reverse is
not true.

Transitivity expresses the fact that for example 1 < 100 and 100 < 1000
then we conclude: 1 < 1000 .

A set E equipped with an order relation ≤ is said to be an ordered set (or
partially ordered set)" or briefly "poset" and is denoted as (E,≤).

As already mentioned the notation "linear" or "total" order demands that
all elements are comparable. Other binary relations which fulfill 1. - 3.
also can be analyzed with the help of Hasse diagrams. The term "order"
is not necessarily restricted to the usual comparison of numbers by their
quantity. Therefore order theory is a powerful instrument which can be
helpful for many scientific questions. Eigen and Winkler, in their famous
book "Das Spiel - Naturgesetze steuern den Zufall", 1979, pointed out
the importance of order in the nature, Ruch and Lesche, 1978, Ruch,
1993 generalized the concept of entropy using partial orders. Ruch also
applied partial orders with respect to enumeration problems of chiral
molecules (Ruch, 1972) The increasing importance of partial order is
also emphasized by D.J.Klein, 1997. The role of substructures to derive
Quantitative Structure Relationships (QSAR) is discussed in several
publications, see for a rather new one Babic, 1996. Substructure-structure
relations fulfill the axioms of order (2-1). The determination of
expansion coefficients with help of a training set is elegantly performed
using the concept of Möbius functions (Rota, 1961).

Poset
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In environmental sciences the term "Hasse diagram technique" (HDT)
becomes somewhat popular. By this term it is expressed that:

• a specific order relation, namely the product order (see below) is
applied

• a diagram, which visualizes the results of sorting is of a main concern
and

• methods to evaluate the ranking results are provided.

Note that a Hasse diagram can be drawn on different ways; the important
and invariant information is given by the poset. The Hasse diagram is just
a (very useful) visualization!

In order to establish the HDT some simple concepts are to be explained:

Attributes are quantitative, measurable data. We denote these attributes
as q1,q2,...,qm.

An object is the item of interest that may be characterized by attributes.
Objects are ranked graphically by Hasse diagrams (see for example
Figure 2-2). Generally the objects are considered to belong to a set "E".

Therefore the objects are also often called "elements": An element is a
member of a set.

Data are the numerical values corresponding to each criterion by which a
given object is characterized.

Equivalent objects in Hasse diagrams: Different objects that have the
same data with respect to a given set of attributes. Equality with respect
to a given set of attributes defines an equivalence relation ,“ ℜ“ . Instead
of analyzing the objects x ∈ E, the set of equivalence classes may be the
basis to construct a partial order. For example the set E may consist of
five elements {a,b,c,d,e}, by the equivalence relation ℜ the equivalence
classes [a,b,c] and [d,e]2 may arise. Partial orders based on equivalence
classes are often by far more comfortable. The set of equivalence sets is
called quotient set and is denoted as E/ℜ. The quotient set of the five
element set, given above is then: {[a,b,c],[d,e]}. For further examples,
see Brüggemann and Steinberg, 1999a and below.

Objects are considered to be elements of the object set E. Each object is
characterized by attributes. We can create a table where the rows
represent the objects and the columns the data of each object
corresponding to the column-defining attribute. It is useful, but not
necessary, to consider the table as being a data matrix Q.

The (n × m) data matrix Q contains m attributes (columns) for n
elements (rows). The entry qij of Q is the numerical value of the jth
attribute of the ith element. Alternatively, qi(x) refers to the ith attribute
of object x.

                                                  
2 Generally we don't use [..]-brackets. However within this introductory text the use
of equivalence classes as new objects, namely of the quotient set should be clarified.

Hasse diagram technique

Attributes

Object

Element

Data

Equivalent objects

Quotient set
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Tuples are elements of the Cartesian product  R×R×R×R...×R (m - times),
whereby R is the set of real numbers. Each data for a given object and a
given attribute is considered to be an element of R. Therefore a tuple of a
given object  is a row of the data matrix Q. We prefer the notation
„tuple“ instead of „vector“ or "row of a matrix", because we do not use
the mathematical structure inherent in the term „vector“ on the one hand,
and do not use the matrix properties of Q on the other hand. The term
q(x) refers to the tuple (q1(x), q2(x),...,qm(x)) i.e. to all its m components
according to its m attributes.

Assume that we want to investigate a set E of n elements (objects) (card
E= n). Each element is described by a set of m attributes. This set is a
collection of properties, by which the objects are characterized in order
to evaluate them. A single object is characterized by a m-tuple and the
i.th component is the numerical value of the i.th property.

The full set of attributes is denoted by A, any subset of attributes by B,
with  B  ⊆  A.

Sometimes it is useful to specify the subset of attributes. In that case we
also use a subscript, for example Ai.

A ranking can be done using all n attributes or with an arbitrary subset B
of some attributes. The basis of ranking is the information collected in set
A, which we therefore also call an "information basis" of the comparative
evaluation of objects. If we use all attributes, i.e., all elements of A, then
there can be only one possible ranking. However, if any one attribute is
dropped, regarding now m-1 attributes, we can perform m additional
ranking analyses. In total, 2m - 1 cases can be compared if all possible
non empty subsets of A are considered. Often only the influence of one
attribute is interesting. This task can be performed by comparing the case
with the whole attribute set with those cases, where only one attribute is
dropped. Therefore only m+1 comparisons are necessary.

An example, how to get quotient sets may be helpful:
Five arbitrary objects „a,b,c,d,e“ are given and they are characterized by
three attributes q1,q2,q3:

Table 2-1: Example to demonstrate equivalence classes, quotient sets
objects\attributes q1 q2 q3

a 2 3 1
b 2 3 3
c 1 3 1
d 2 3 1
e 1 3 3

We define a set E to be {a,b,c,d,e}, its cardinality ,card E, is 5. The set of
attributes A={q1,q2,q3}

Tuples

Information basis

Influence of one attribute
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1) Define ℜ1 to be equality under all three attributes, then the
following four equivalence classes arise: ec1 = [a,d], ec2 = [b], ec3 =
[c], ec4 = [e], one nontrivial class, because it contains more than one
element, the others are singletons, containing only one element (also
called trivial classes).

The quotient set E/ℜ1 is: {[a,d], [b], [c], [e]}or : E/ℜ1 = {ec1,ec2,ec3,ec4},
card E/ℜ

1
 = 4

2) Define ℜ
2 to be equality under the subset of attributes A3 : = {q1,q2},

then the partitioning of E by ℜ
2
 is given by the following

equivalence classes (which also are subsets of E) : [a,b,d] and [c,e].
The quotient set E/ℜ

2
 now contains only two elements, namely the

both equivalence classes ec1: = [a,b,d] and ec2: = [c,e], i.e.: E/ℜ2 =
{ec1,ec2}

3   and card E/ℜ2  = 2

The examples show that there is a considerable simplification, if
equivalence relations can be used. Therefore often not the original data
are used, but a classification of data is performed just to find equivalence
relations. A specific application of the use of equivalence relations is the
p-transform method (Brüggemann et al, 1999a), in which only important
objects are explicitly considered.

2.3 Product order

There are many realizations of the order axioms (2-1), see Table 2-3. A
specific one is the product order: Let IB be the actual information basis
of evaluation. Then two objects x,y ∈ E are comparable, exactly if for all
qi ∈ IB either qi(x) ≤ qi(y) or qi(x) ≥ qi(y). If for example qi(x) ≤ qi(y) for
all qi ∈ IB with at least one attribute qi* with qi*(x) < qi*(y), then we write
x ≤ y. The demand "for all" is very important and is called the generality
principle.

In more technical terms:
x,y ∈ E: x ≤ y : ⇔ q(x) ≤ q(y)
q(x) ≤ q(y) : ⇔ qi(x) ≤ qi(y) for all qi ∈ IB (2-2)

If (2-2) does not hold, i.e. there are some qi, for which qi(x) < qi(y) and
some others for which qi(x) > qi(y), then x and y are incomparable, and
we write x || y. If only one attribute is used, or all attributes are mutually
perfectly correlated, then a total order arises, because all objects are
mutually comparable. If there are no correlations, then from
qi(x) ≤ qi(y)

it cannot necessarily concluded that this relation will be true for all
attributes.

                                                  
3 Here the equivalence sets are considered as elements of another set, namely the
quotient set. Therefore here no italic letters are used.

Partitioning

Classification

Generality principle
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An example may be useful: Consider four objects a,b,c,d. They are
characterized by three attributes q1, q2 and q3 as the following table
shows:

Table 2-2: Example of four objects with three attributes

Object\attributes q1 q2 q3

a 1 4 2
b 1.5 5 3
c 2 4 4
d 3 4 1

Obviously a ≤ b . Actually: a < b . The same is true for the pair c,b: With
respect to the first attribute: a < c , with respect to the second attribute: a
= c. Therefore a ≤ c. However the relation ≤ does not hold for the objects
b and c, because with respect to the first attribute b < c , however with
respect to the second: b > c. Therefore objects which cannot be compared
with each other, like b,c are called incomparable. Their attributes are
contradictory, thus: b || c. The object d cannot compared with a,b and c.
For example: q1(a) ≤ q1(d) , however q3(a) > q3(d).

The partial order is, as can be seen by the example and by equations (2-
2), mainly determined by the actual information base. Therefore the
product order, being the only one which is used in HDT, can also be
denoted as (E,IB). By this notation it also becomes evident that by
changing the information base different partial orders arise. A poset can
also be written as a set of pairs of objects, according to the order relation:
In the example above:

(E,IB) = {(a,b),(c,b)}4, according to a ≤ b and c ≤ b.

The axioms of order are not only fulfilled by the product order. The
Table 2-3 gives an overview. Furthermore it may useful to position the
Hasse diagram technique (HDT) ( see Figure 2-3).

2.4 How to draw a Hasse diagram "by hand"

First of all there is to be introduced the cover-relation:
If there is no element "x" of E, for which a ≤ x ≤ b ,  x ≠ a,b , a≠ b holds,
then a is covered by b, or b covers a.

The following notation will be useful, when the interpretation of Hasse
diagrams is discussed:

The set of all elements covering the element a will be denoted COV↑(a),
the set of all elements covered by the element a : COV↓(a). A corollar is:
COV↓(a) ∩ COV↑(a) = ∅ and:

card(COV↓(a)∪ COV↑(a)) = grad(a) (2-3')
                                                  
4 Note that sometimes the ( ) parentheses are omitted.

Cover-relation
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Table 2-3: Some other order relations
Relation Remarks/examples References
Inclusion of sets Formal concept analysis Ganter and Wille, 1996

Bartel,H.-G., 1996
Interval order Important in ecology (food web theory) Lundgren, J.R.,1989
Lexicographic order For ranking useful, when criteria can be

strictly ordered for their importance
Davey, Priestley, 1990

Divisibility of
natural numbers

For example transitivity:
12:6 ∈ IN5 ,6:2 ∈ IN⇒12:2 ∈ IN

Containment a) Shape analysis in QSAR,
b) star-, sunrise-, diamond- or amoeba
diagrams

a) Klein,D.J. 1997
QSAR and molecular shape analysis
generally, see Mezey, P.G. 1993
b) Hartung,J., Elpelt,B.,1992

Implications Formal concept analysis, artificial intelligence Bartel,H.-G., John,P. 1999; Bartel,H.-G.,
Brüggemann, 1998 , Duquenne,V. 1987

Inclusion of subgraphs QSAR Klein, D.J., 1986
Essam,J.W., 1977
Schmalz et al., 1992

                                                  
5 IN the set of natural numbers 1,2,3,...

where the term grad(a) denotes the valency of the vertex a, i.e. the
number of (non-oriented) edges which are incident with element a.

With the help of the cover relation the construction of Hasse diagrams is
performed as follows:
1. E may be represented by a configuration of circles.
2. Within each circle the object-name is given, or if there are more than

one objects either the name of the equivalence class, or of a
representative of the equivalence class or (if only two or three objects
are elements of the equivalence class) the names of the objects
themselves are written. Note that the program WHASSE only displays
a representative within the circle; the other members of the
equivalence class are shown in an extra field of the screen.

3. Each object (or each equivalence class under ℜ) is drawn as a point in
the two-dimensional plane.

Valency
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Discrete Mathematics

 Mathematics

Statistics

Graph TheoryCombinatoricsOrder Theory

Number theoryLattice theorySpecific
order
relations

Formal Concept
Analysis

Hasse diagram
technique
HDT

Figure 2-3: An attempt to position the HDT. Note that the same vertical position does not imply the same mathematical
richness. For example the Formal Concept Analysis, developed by the school of Prof. Wille is a beautiful data
exploration method, equipped with many mathematical theorems together with the charm of impressive diagrams
(Ganter and Wille, 1996). An additional remark: There are many interrelations among the items shown, for example
Graph theory plays an important role in Lattice theory, HDT etc. . A final remark: the classical reference for Lattice
theory should be mentioned here: Birkhoff,G.,1984.

4. If a cover-relation holds, then a line between the corresponding
object-pair (or pair of equivalence classes) is drawn. The covering
pair is oriented corresponding to the ≤-relation.

5. The covered object in the ≤-related pair is located at a lower position
on the page. (Alternatively we can, instead of  the connecting line
segment, draw an oriented arrow, beginning at the covering object and
directed towards the covered object; in this case the locations in the
two-dimensional plane of the Hasse diagram can be selected
arbitrarily. In the practice it is more convenient to select the positions
in the plane of the figure, according to the cover-relation.)

4. By this step the lines become an orientation.
4. Finally, not all line segments for which the ≤- relation holds are to be

drawn. Because of the logical rule of transitivity (which holds by
definition for partial orders) lines corresponding to the pair a,c with a

Orientation

Transitivity
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≤ b and b≤ c concluding a ≤ c 6 are omitted. They do not present a
cover-relation.

There are many ways to draw a Hasse diagram (some mathematicians are
thinking about that point as art). For example the program WHASSE
would draw the Hasse diagram of Figure 2-2 as shown in Figure 2-4.
According to the scientific background the actual diagram may be
constructed such that the results are presented as clear as possible. If
there is no such specific background, the Hasse diagram is drawn as
symmetric as possible. Incomparable objects are located at the same
geometrical height and as high as possible on the page. For example the
object c in Figure 2-4 could be located everywhere between objects d and
a without hurting the order relations.

Figure 2-4: The Hasse diagram of the example of Figure 2-2 resp. drawn by the
program WHASSE. Besides the vertical structure of levels the objects are located as
symmetrical as possible.

Because of the above mentioned convention, incomparable objects are
arranged in levels. Often it is helpful to report the number of
incomparable objects within an actually selected level. The concept of
level can be introduced in more mathematical terms, see for example
Halfon et al. 1998. Sometimes a compromise between the symmetry
demand and the general clearness of the diagram is to be accepted,
therefore program WHASSE offers a graphical editor to arrange the
Hasse diagram manually. To describe the partial order uniquely it is
recommended to use the notation of ordered pairs. The poset (E,IB)
visualized by the Hasse diagram of Figure 2-4 would be written as
follows:

(E,IB) = {(a,e),(a,b),(a,d),(a,c),(b,d),(c,d),(e,b),(e,d)}

                                                  
6 Not to be confused with the objects of table 2-2. Here a,b,c are arbitrary objects to
demonstrate the transitivity.

Level

a

d

b

e

c

a
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2.5 Hasse diagrams as mathematical objects

Hasse diagrams as shown for example in Figure 2-2 or 2-4 can be
interpreted as mathematical graphs, i.e. they are called digraphs (directed
graph), because of the orientation of the lines. Because of the definitions
of order the digraphs are acyclic. Therefore Hasse diagrams are specific
drawn examples of directed acyclic graphs (DAG). Interpreted as graphs,
Hasse diagrams are triangle-free. The reason for that is the rule of
transitivity, by which certain line segments can be omitted. A digraph
consists of a set E (or E/ℜ if the quotient set is to be partially ordered) of
vertices (circles in Hasse diagrams) and a set of oriented edges each
connecting two vertices. If the vertices are drawn in the diagram
according to the rule 5 then the arrows can be simply be represented by
lines. The circles are the objects of E, or elements of the set E/ℜ  to be
ranked.

When Hasse diagrams are used in ranking, the circles at the top of the
diagram have no predecessors (they are not covered by any other object
of E or E/ℜ), and are called maximal elements or simply „maximals“.
Often there are several objects which do not cover any further object.
These special objects are called minimal elements or simply „minimals“.
If there is only one minimal then it is also called a least element. If there
is only one maximal, it is called a greatest element. Sometimes there is
no path between parts of the non-directed graph, they are called
(isolated) hierarchies or -if only one object (one equivalence class)
constitutes a part of the Hasse diagram- an isolated element. If the partial
ordering is given by (2-3), i.e. by product order, as it is presupposed in
this paper, then often the objects at the top of the diagram have at least
with respect to one criterion the maximal value. In ecotoxicology the
criteria are often associated to the hazard. In that sense, the orientation of
data is:

• small values: „good“, relatively unhazarduous
• large values: „bad“, relatively hazarduous

Therefore the maximal elements are most hazardous. These and the
isolated objects can be gathered to form the set of priority elements.

The new terms and some additional ones should be exemplified by
Figure 2-5.

Digraphs

Maximal elements

Minimal elements
Least element

Greatest element

Hierarchies
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Level 1

Level 2

Level 3

Level 4e

m

f g

h
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Figure 2-5: A typical Hasse diagram (see text for further explanations)

• The subsets of E , namely {a,b,c,d}, {e,f,g,h,i,j,k,l,m}, {x} form -
together with the order relations- three hierarchies. The poset is
decomposable into three sub-posets, corresponding to the three
subsets. Often it is a good policy to decompose the Hasse diagram, at
least approximately.

• Levels: a first screening and a partitioning of set E according to
increasing values of the attributes. They are defined by the longest
chain within the Hasse diagram (see below).

• Level: Not unique from the point of view of order theory, but uniquely
defined, if additional rules (for example: conservativity) are
introduced!

• ({x},IB) is a trivial hierarchy, also called an isolated element of the
poset (E, IB)

• The objects a,b,e,f,g are (proper) maximal elements (they have no
upper neighbors) of the poset (E,IB)

• The objects d,m are proper minimal elements (no lower neighbors) of
the poset (E,IB)

• The isolated objext x can be seen as maximal and minimal element at
once.

• A chain is a set of mutually comparable objects . For example
{m,k,h,f} is a chain, even the longest chain. Therefore there are 4
levels. In HDT objects are assigned to the highest possible level.

• An antichain is a set of mutually incomparable objects. For example:
{a,b,e,f,g,x} is an antichain. {h,i} an antichain too, but not a maximal
antichain, because other objects can be added, maintaining the
demand of mutual incomparability.

• The object m is an articulation point, because without m four
hierarchies will be generated. Generally: An articulation point is a
vertex of a graph whose elimination would increase the number of
hierarchies.

Isolated element

Chain

Antichain

Articulation point
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3 Interpreting a Hasse diagram

The set E is given as follows, E = {a,b,c,d,e,f,g,h,i,j} and we assume that
there are four attributes which characterize the ten objects of the set E,
namely A = {q1, q2, q3, q4}, see Table 3-1. Obviously there are no
equivalence classes containing more than one element, if equality under
all four attributes is demanded. The Hasse diagram will therefore contain
circles in which only one object is located. The program WHASSE will
draw a Hasse diagram, which can be modified by the user with the help
of graphical edition facility7 .Elements, such as "f", could be drawn at
each position of the plane, however the only condition is, that the line
between h and f has to has a slope which indicates that q(f) ≥ q(h).
Similarly the element j could be positioned in different heights, again the
lines connecting j with b,c and h must have such a slope that the covering
relation is deduced without any doubts. There are four levels, according
to longest chain. (We count the levels from the bottom to the top of the
diagram). For example the third level contains (with the drawing
conventions of the program WHASSE) the elements d,i,j.

                                                  
7 Modifying the Hasse diagram by the user can only be done under the preservations
of the order relations.

Table 3-1: Example for interpreting a Hasse diagram
objects\attributes q1 q2 q3 q4

a 0 5 3 2
b 5 0 4 4
c 5 0 0 5
d 0 3 1 1
e 0 0 1 1
f 0 5 5 0
g 0 2 4 1
h 0 0 0 0
i 4 0 2 1
j 2 0 0 3
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a g b c f

d i j

e

h Level 1

Level 2

Level 3

level 4

Figure 3-1: Hasse diagram of the objects given in Table 3-1

First of all it is striking that five maximal elements, namely a, g, b, f, c
occur. Only one element is a minimal element. The object h therefore is
the least element of this Hasse diagram.

There are many incomparabilities: Clearly the maximals are mutually
incomparable. Beyond this for example: d || g. The reason for all those
incomparabilities is given by contradictory attributes. Or - to be more
precise-: Given an incomparable pair of objects, then there must be at
least one pair of attributes, for which their values are countercurrent.
Such pairs of attributes we call antagonistic. Table 3-2 shows two
incomparable objects:

Table 3-2: Example of incomparable objects of the set E
object\attributes q1 q2 q3 q4

g 0 2 4 1
d 0 3 1 1

The following ≤-relations hold:
q1(d) = q1(g) , q4(d) = q4(g)
q2(d) < q2(g) but q3(d) > q3(g)
Therefore, for the IB = {q1,q2,q3,q4} d || g.

If the actual information base would consist of q1 and q2 , then d > g.
Therefore, once again, the dependence of the partial order on the set of
attributes is demonstrated.

An ordering index „I(i)“ can be constructed by summing up the
components of each tuple (here because of four components: quadruple)
I(i)  = ∑ qij   (sum to be taken over j) would not differentiate between the
objects a,f and c (I(a)=I(f)=I(c)=10). Even if the sum is lower then 10 as
it is the case for the object g , it is a maximal element showing its
individuality given by the special "constellation" of attributes. We call a
constellation of attribute related to a given object the pattern of attributes
(of the object). The pattern of the object g which may cause special

Antagonistic attributes
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managing activities would be hidden, if such ordering indices are
introduced.

On the one side, we can identify incomparabilities and can deduce some
consequences (which clearly depend on the scientific background and
cannot given in that arbitrary example); generally antichains (i.e. subsets
of mutually incomparable objects) express a diversity of pattern, i.e.
there are different qualities, whereas chains express that the values of
attributes synchroneously increase. One might say: Within a chain there
are no new qualities, whereas bifurcations of chains, like {e,d,a} and
{e,i,b} emerging from object e in Figure 3-1 lead to different
incomparable objects with new patterns: d cannot be compared with i or
b, etc.

If we ask for example whether other objects have a similar but in all
components decreased values, then we simply follow the lines from the
one selected object to the bottom of the diagram. For example five of ten
objects have a 0 in the second component of the quadruple: b (one of the
maximal element) , i, e, h and j. Only three objects have a pattern in
which the second and the third component are 0: The maximal c and j
and the least element h.

Priority elements
If the attributes are defined in such a manner that large numbers indicate
a hazard (caused by chemicals (see for example Sørensen, 1998), by
polluted sites (see for example Pudenz et al., 1999) or preferred
properties (databases, see Voigt and Brüggemann, 1995, Voigt et al.,
1996) etc. then the maximal elements are those objects which have the
highest priority. If there are more than one object then different pattern
may cause different strategies. If for example the single species toxicity
for the species X is large and that for Y low for a given chemical, and for
another chemical there is a reverse pattern and if furthermore these both
chemicals are maximals then clearly both chemicals have a high priority,
because in ecology no species can be preferred.

Similarly: If  different sites are high polluted by different chemicals and
there are two, three or more maximals then there are different strategies
needed to remediate the sites according to their different pattern of
chemical pollution. Because of this facility the concept of partially
ordered sets and their visualization by Hasse diagrams becomes
important in evaluation procedures. Hasse diagrams maintain the ordinal
information, which is often won by very expensive projects and only by
sophisticated techniques. We like to say that partial order set theory
keeps the different information about the objects "parallel" during the
evaluation process.

Referring to Figure 3-1 we have five elements which are to be interpreted
as high priority elements. The object f has a somewhat singular position:
It is connected with the rest of the graph just by the least element, namely
h. There are contradictions in the attributes such that f is not comparable
with all other object besides h. If object h would be removed, then f
would be isolated. Therefore object h is an articulation point, because its
removal would lead to more isolated hierarchies. What are the reasons

Diversity of pattern

Ordinal information



24

for the singularity in f. First of all we state, that without a representation
like Hasse diagrams in evaluation exercises such questions would hardly
arise. Secondly we know that there must be at least one antagonistic pair
of attributes which "separates" the object f from E'={a,b,c,d,e,g, i,j}.

Using the interval technique (Brüggemann et al, 1999b) it is easily found
that {q3,q4} are antagonistic with respect to f and E': With respect to q3

all x ∈ E' have smaller values than f, with respect to q4 all x ∈ E' have
larger values than f.

4 Characterizing a Hasse diagram as a
whole

4.1 Characterizing Numbers

NECA: Number of equivalence classes with more than one object, the
number of nontrivial equivalence classes.

W(E): The width of a Hasse diagram. It is the maximum number of
elements of E/ℜ which can be found in an antichain

L(E): The length of a Hasse diagram: The number of line segments in the
chain with a maximum number of equivalence classes under ℜ .

H(E): The height of a Hasse diagram. H(E)=L(E)+1
Some numbers are calculated by the program WHASSE (CALCULATE-
facility, submenue "Hasse Info):

NL, the number of levels = H(E).

NEL, the number of elements (of E/ℜ) in the level, which contains the
most elements of E/ℜ; note that this number is not necessarily the same
as W(E)

NMAX: The number of maximal elements (called : number of maximal
equivalent classes because this information is related to E/ℜ)

NMIN: The number of minimal elements (notation as for the maximals)

Z: Number of all equivalence classes, including singletons (that are sets
with only one element). Note that Z and NECA differ. If NA is that
number of elements of E(card E= n), which are contained in nontrivial
equivalence classes (NECA) then the following equation holds:

card E = NA + Z - NECA (4-1)

Width of a Hasse diagram

The length of a Hasse
diagram

Height of a Hasse diagram
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In the CALCULATE-facility  the equivalence classes are explicitely
listed.
Some other numbers are also interrelated, for example the relation

NL = L(E)+1 (4-2)

Note how many elements are contained in a level depends on
conventions, how to draw the Hasse diagram. The number of elements of
a level  should therefore be seen as an operational number within the
program WHASSE.

Further quantities are discussed within the contribution of Pudenz et al.
this issue.

4.2 Comparability and Incomparability

Within a newer application of Hasse diagrams on phospholipidfatty acids
as biomarker of microbial populations, Brüggemann 1995 it turned out
that the number of comparabilities and incomparabilities are useful tools.

A difficulty arises from the elements of the equivalence class: Obviously
each of those elements is comparable with each other of the same class.
Therefore the comparabilities within a Hasse diagram are counted as
follows:

Draw a directed comparability graph for all ≤-relations. Elements of
equivalence classes are considered to be comparable with respect to ≤-
and to ≥-relations. Within the notation of ordered pairs there is no
difficulty: Just write each equivalence like a ≅ b as (a,b) and (b,a). Each
edge of this comparability graph is counted, leading to the number
V(n,m), with m being the number of considered attributes) and n =card
E. This quantity is cumbersome to enumerate, however it will be
calculated by the program WHASSE.

Each incomparable pair of objects is counted in both directions, leading
to U(n,m). Finally K(n,m) is the degree of degeneracy. It is calculated by:
K(n,m) = Σ ni*(ni-1) ni the number
of elements of the ith equivalence class. (4-3)

The sum is to be performed over all equivalence classes. If singletons are
included, these sets do not contribute to that sum, because of ni = 1.
Therefore only NECA equivalence classes are to be considered.

Then the following basic equation holds:
S(n) = U(n,m) + 2* V(n,m) - K(n,m) (4-4)
S(n) : = card E * (card E-1)

For some applications it is useful to consider normalized functions like:

P(n,m) = U(n,m)/S(n) (4-5)

Degree of degeneracy
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We discuss the equation (4-5) with a bundle of examples:

(I) If all m objects belong to one equivalence class ("full degeneracy"),
then each object has a directed line to each other. Therefore:

U(n,m) = 0
V(n,m)= m*(m-1)
K(n,m) = m*(m-1)
S(m) = m*(m-1)
P(n,m) = 0

(II) If all n objects belong to a chain with the height n then:
U(n,m) =0
V(n,m)=n*(n-1)/2
K(n,m)=0
S(n) = n*(n-1)
P(n,m) = 0

(III) If all n objects belong to an antichain, width=n, then:
U(n,m) = n*(n-1)
V(n,m) = 0
K(n,m) = 0
S(n) = n*(n-1)
P(n,m) = 1

(IV) Besides chain, antichain and a fully degenerated poset another
typical poset, called a "standard example" (Trotter, 1991), is to be
discussed: It is called S2n and has the following structure: (n=3)

Figure 4-2: Graphical representation of the poset S2n (n=3)

The construction principle of S2n- posets is clear: Divide the set E into
two disjoint sets AE and BE. The objects ai ∈ AE , bi ∈ BE :
bk || bk' , ar || ar' and ai || bj  : ⇔ i = j

It is easily derived that:
V(2*n,m) = n*(n-1)
U(2*n,m) = 2*n2

K(2*n,m) =0
P(2*n,m) = n/(2*n-1)
We write (in a self explaining way:)
P(S2n) = n/(2*n - 1) (4-6)
V) A binary (dichotomic) tree

Standard example

a1 a2 a3

b1 b2 b3
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Level 1

Level 2

Level 3

Level 4

Such trees are often good models for Hasse diagrams, therefore it is
worth to consider them as an example too.

Let us select L as the Level number, i.e. L = 1, Level 1 , L=2 , Level 2
etc.

Then: n = card E can be calculated as function of L:
n = 2L -1 = :n(L) (4-7)

The number of maximal elements NMAX = 2L-1

S(n) = n*(n-1) = (2L-1)*(2L-2) = :S(L)

The comparabilities may be calculated as function of L: V(L) = Σ i*2i

i= 1,...,L-1

or more easily recursively by:

V(L) = (L-1)*2(L-1) + V(L-1) with starting value V(1)=0 (4-8)

We assume that K(n,m)=0, thus:

U(L) = S(L)-2*V(L) and P(L) = 1 - 2*V(L)/S(L)

Some values are shown in the next table:

Table 4-1: Properties of Hasse diagrams analoguously to binary
(dichotomic) trees

L n number of maximal elements S(L) V(L) P(L)
1 1 1 0 0 not defined
2 3 2 6 2 0.333
3 7 4 42 10 0.524
4 15 8 210 34 0.676
5 31 16 930 98 0.789
6 63 32 3906 258 0.868

For large tree-like Hasse diagrams the incomparabilities increase more
than the comparabilities as functions of the number of levels.

Stability considerations
The actual attribute set may vary. Sometimes an additional property may
be put into the information basis, sometimes an attribute will be omitted.
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It is of interest to forecast the effect of a varying m = card A on the
ranking. Halfon, 1989 has explained that:

U(n,m) ≤ U(n,m') if  m < m' (4-9)

From the inequality 0 ≤ P(n,m) ≤ 1 follows:

When P(n,m) is near zero, then U(n,m) must be near zero. Adding an
attribute may have a big influence on ranking, and omitting an attribute
may have a low influence.

Reversely: When P(n,m) is near 1, then U(n,m) must be near S(n).
Adding an attribute may have a low influence on ranking, and omitting
an attribute may have a big influence.

When P(n,m) is near 0.5 , then both modifications of the information
basis will have moderate effects. Table 4-2 summarizes these prognoses:

Table 4-2: Stability and Instability of the information basis
Adding an attribute Omitting an attribute

P(n,m) ≈ 0 unstable stable
P(n,m) ≈ 1 stable unstable

The quantity P(n,m) does not differentiate between fully degeneracy and
a chain, because in both cases no incomparability appears. A diagram
shows this schematically:

All card E
objects in
one
equivalence
class

All card E
objects are
in exactly
one  chain.
Only
singletons

All card E objects
are distributed in a
Hasse diagram of a
given width and
length

All card E objects are
elements of exactly
one antichain. Only
singletons

P(n,m) = 0
Realization: IB contains only
one attribute

0 < P(n,m) < 1
Realization: IB
contains several
attributes.

P(n,m)=1
Realization:
card IB → ∞
or there are two
perfect anticorrelated
attributes

Figure 4-3: Schematical representation of the index P(n,m) A discussion in more mathematical
terms is given in Brüggemann, Bartel, 1999.
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5 Sensitivity analysis

5.1 Mathematical Notation and background

5.1.1 Definition of key elements and successor sets
The rationale of this section is the geometrical analysis of a Hasse
diagram to investigate substructures, i.e. relations among elements that
might be hidden because of extensive number of circles and lines.

Preferably a maximal element should be chosen as a starting point for the
analysis. This choice, however, is not mandatory; other elements of E or
E/ℜ could be chosen too. This selected element is called "key element".
We also can select simultaneously more than one key element even all
elements (no restrictions apply here). For the sake of convenience all key
elements are supposed to form a set K ( ⊆ E).

The analysis of a key element implies a search of all elements located
lower than that of the key element, i.e. all elements that can be reached
from the key element by a path, a sequence of connecting edges.
(Therefore the selection of maximal elements rather than other elements
is more meaningful). These elements together with elements equivalent
but not identical to the key element are called successors. The set of all
successors of the key element "k" is denoted as G(k). Note the similar
concept of "down-sets" in Davey and Priestley (1990): The order ideal
(or down set) , generated by the key element will be denoted by O(k), the
principal order ideal.

Then it is valid:

G(k) = O(k) \ {k} (5-1)

By definition G(k) does not include the key element itself. The successor
sets and their cardinalities are at the heart of the Hasse analysis shown
here. The analysis of the structure of a Hasse diagram includes the
analysis of different successor sets G(k), arising from different subsets of
A .

5.1.2 Warning
A crucial assumption for the whole analysis, which is based on the
cardinality of successor sets, is the following: In our applications, the
partial ordering of the set E is induced by the "≥"-relation. Thus it has to
be assured by appropriate data handling that any two elements ordered by
">" can be considered as physical and numerical significantly different.
<numerical significant differences of data> For example differences
within the statistical noise or within numerical uncertainties or within
experimental errors are considered as being physically meaningless, but
the Hasse diagram technique considers such objects as different. If there
are differences between objects, which are physically meaningless then
the cardinality of the successor sets also would be meaningless. It is a

Starting point

Key element

Principal order ideal

Successors

Numerical significant
differences of data
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good practice to use statistical methods , for example cluster analysis, to
come up to well differentiated "pseudo-objects". Conventional cluster
analysis leads to a partitioning of the set E into mutually disjoint subsets
of similar objects. Formally an equivalence relation is defined, which
operates on E and generates the partitioning into subsets. This
generalized equivalence relation is simply stated as follows:
Let a,b ∈ E then a ∼ b : ⇔ a,b belong to the same cluster. A discussion of
cluster analysis will be performed in the contribution of B.Luther et al,
this proceeding.

The concept of key elements and successor sets is important for the
sensitivity analysis:
A set of objects can be ranked using a set of attributes. The full set, or a
subset of attributes can be used. Since this choice is quite subjective we
have developed a technique to analyze the effect of including or
removing any attributes. As mentioned in the introduction, to assess the
importance of an attribute we compare the results of ranking when
different subsets of attributes are used. In practice this effort implies a
comparison of Hasse diagrams. Results are stored in a matrix W. This
means: The matrix W contains the mutual comparisons of the Hasse
diagrams which arise, if all interesting cases are to be studied. In more
general terms: If the power set P(A) is analyzed, then a set of posets
{(E,Ai)}arises. The matrix W is one of several possibilities to define
distances between  the elements of {(E,Ai)}.

5.2 Residual sets

5.2.1 Definition of successor set extended
The notation of successor set must be expanded to include all Hasse
diagrams that are drawn when any combinations of attributes are used.
Remember that the successor set depends not only on the key element
but on the attributes used. For simplicity we will use the following
notation:

G(k,A) or G(k,B)

where G is the successor set, k denotes some arbitrary chosen key
element, A is the full set of attributes and B, C,... are subsets of attributes,
B ⊆  A, and C ⊆ A resp.

5.2.2 Symmetric differences
To assess the influence of each attribute on ranking, we compare Hasse
diagrams that arise from each subset B of A. A straightforward method to
perform this task is to choose a key element and quantify the effect of
each attribute set on its successor set.

For this purpose the residual set, R is now introduced.

R(k,B,C): = (G(k,B) \ G(k,C)) (5-2)

Cluster analysis

Matrix W
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In general R(k,B,C) ≠ R(k,C,B). Therefore the symmetric difference set
"W(k,B,C)" of the sets G(k,B) and G(k,C) is introduced:

W(k,B,C) : = R(k,B,C) ∪ R(k,C,B) =
[G(k,B) \ G(k,C)] ∪ [G(k,C) \ G(k,B)] (5-3)

The set operation: [G(k,B) \ G(k,C)]  ∪  [G(k,C) \ G(k,B)] is called a
symmetric difference of G(k,B), G(k,C), and is denoted as "∆".

If the cardinality of W(k,B,C) is small (compared with the min [|G(k,B)|,
|G(k,C)|]) then subsets B and C lead to not very different Hasse diagrams.
If the difference is large then the two corresponding Hasse diagrams are
dissimilar to each other. Those attributes by which B and C differ, play a
key role in ranking.

This finding motivates the introduction of the matrix W.

5.3 Definition of the matrix W

First of all it is to be stated that now only the set Eis important. Because
different cases would induce different equivalence relations the different
quotient sets are no more comparable. If different subsets Ai of attributes
will be considered then in general equivalence sets will "absorb" the
objects, if on the one side attributes are dropped (which is consistent with
equation (4-9)). On the other side there will be a splitting into smaller
equivalence classes, if the number of considered attributes will increase.

The matrix W(k) assesses the difference of Hasse diagrams induced by
the two subsets of attributes with respect to a key element k. This matrix
is at the heart of the analysis, we call it the "dissimilarity-matrix",
because the larger the matrix-entries are, the greater is the difference
between the successor sets for the element k and hence between the
Hasse diagrams.

We define the entry W(k,B,C) to be:

W(k,B,C): = card W(k,B,C) or
W(k,B,C) = card [R(k,B,C)   ∪   R(k,C,B)] (5-4)

For any key-element k the residual sets R(k,B,C) and R(k,C,B) are
determined, their elements counted and summed.

The entries of the matrix W are calculated by adding the cardinalities of
the R-sets. From

W(k,B,C) = card [(R(k,B,C)  ∪  R(k,C,B)] and R(k,B,C)  ∩  R(k,C,B)= ∅

follows

W(k,B,C) = card R(k,B,C) + card R(k,C,B) (5-5)

Symmetric difference
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By definition the dissimilarity-matrix is symmetric and its diagonal
elements are zero. From the definition of the residual sets we can derive:
W(k,B,C) = card{ [G(k,B) \ G(k,C)]  ∪  [G(k,C) \ G(k,B)] }

The equivalent form

G(k,B) ∆ G(k,C)  =  [G(k,B) ∪  G(k,C)] \ [G(k,B) ∩ G(k,C)] (5-6)

is easier to evaluate.

The quantity card [G(k,B) ∆ G(k,C)] is called the Hamming-distance
(Bollobás, 1986) between the successor sets given by B, C.

To simplify notation, we now write W(k,i,j) for W(k,B,C). We note that

W(k,i,j) > = 0 and W(k,i,j) = W(k,j,i)  for all i,j (5-7)

according to the defining equation. The matrix itself is denoted by W(k).
Thus we have:

W(k,1,1), W(k,1,2), ...., W(k,1,p)
W(k,2,1), W(k,2,2), ...., W(k,2,p)

W(k)  = ....................................................         (5-8)
....................................................
W(k,p,1), W(k,p,2), ...., W(k,p,p)

with p = 2m - 1

5.4 Search for the important attributes

5.4.1 Theoretical considerations
The additivity property holds for the elements of W(k), W(k,i,j). Namely,
given subsets of attributes B  ⊂ C  ⊂  D  or generally Ar ⊂  As  ⊂  At
then it is valid

W(k,r,t) = W(k,r,s) + W(k,s,t).   (5-9)

Equation (5-9) can be generalized to:
Al ⊂  A2 ....  ⊂  Au  ⇒  W(k,1,u) = W(k,1,2) + W(k,2,3)+ ... + W(k,u-1,u).

The following statements hold:

W(k,i,i) = 0  for any i and W(k,i,j) ≥ 0  for i ≠ j
W(k,i,j) ≤ W(k,i,s) + W(k,s,j) (the triangle inequality)

Therefore W(k,i,j) is a metric distance (Hamming-distance).

Furthermore, given three subsets for which the following is valid

Ai  ∪  Aj = Ar

Dissimilarity-matrix

Hamming-distance

Additivity property

Metric distance
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then the equation (5-10) holds:

W(k,i,j) = W(k,r,i) + W(k,r,j).        (5-10)

We call this equation "consistency".

The importance of Eq.s (5-10) and (5-11) is the fact that attribute sets can
be related to successor sets (and thus to some features of Hasse diagrams)
by

Ai ⊆ Aj  ⇒ G(k,Aj) ⊂  G(k,Ai) (5-11a)
and
Ai  ∪ Aj = Ar  ⇒ G(k,Ar) = G(k,Ai)  ∩ G(k,Aj). (5-11b)

The following two procedures provide insight on the importance of
attributes:
1) The determination of W(k,i,j) to see whether the ranking of the key

element k, changes when we compare Ai with Aj (fixed k).
2) The comparison of several W(k,i,j)'s, k  ∈  K (K is any set of key

elements) to see how a change in attributes affects a set of several key
elements.

To perform this second analysis it is important to introduce:

W(K,i,j): = ∑ W(k,i,j); k ∈K ⊂ E (5-12)

or in a shorter notation

W(K) = ∑  W(k); k ∈K

Again W(K) is a symmetrical matrix.

W(E) is the total dissimilarity matrix of the set of E. Let be n:=card E. Of
theoretical interest is the fact that there can exist n W(k)-matrices for a
total of 2n -1 different W(K)-matrices, with K ∈ P(A), K ≠ ∅. In
practice, however, mainly the W(k) and the W(E) matrices are useful.

Furthermore, as mentioned earlier often not all possible cases are of
interest. If the importance of attributes is to be studied, then it suffices to
consider the case in which all attributes (case No. 1) are taken in to
regard and consecutively all those cases, in which exactly one attribute is
dropped. We arrive then to a matrix W which only contains the first row .
The numbers W(E,1,i) i=2,...,m+1 indicate the relative importance of
each attribute. Note that the first case refers to the case where all
attributes are taken into regard, then there remain m cases, where exactly
one attribute is omitted. The use of the matrix W(E,1,i) as sensitivity
measure is summarized in the next section:

5.4.2 Steps towards a sensitivity
The original matrix W is important for several applications. Because of
the symmetry not all p2  entries of this matrix are to be analyzed.. p = 2m -

Consistency
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1. It is sufficient to consider the upper or lower triangle part, i.e. only p*(p-
1)/2 entries.. Because the diagonal elements are zero, even the diagonal of
this matrix can be disregarded. If a sensitivity analysis is to be performed,
only m entries are of importance, as mentioned in the section above. Here
the steps are restated, in order to help the user of the program WHASSE.
The matrix W is the key for the sensitivity analysis of ranking, each entry
of W is the cardinality of the symmetrized difference  of two successor sets
which are constructed from a given key element k and the two Hasse
diagrams induced by two attribute subsets.  Thus the rows and columns of
this matrix are indicated by those two given subsets Ai and Aj :

1) Since we are interested only in comparisons of the full attribute set A
with subsets Ai, only one row of the matrix W is of interest.  Since this
is an example, we can choose the first one without loss of
generalization, thus we are left with W(k,1,1), W(k,1,2), ...., W(k,1,p),
where the index 1 denotes the full attribute set A  and p=2m -1.

2) To see the influence of attributes on a Hasse diagram we compare the
Hasse diagrams induced by A with those induced by the attribute sets
with only m-1 attributes. Therefore the effect of dropping exactly one
attribute is given by the remaining m entries of the first row, W(k,1,2),
...., W(k,1,m+1).

3) The remaining m matrix elements of the first row W(k,A,A1 ), ....,
W(k,A,An ) are put together to form a "sensitivity tuple" of the key
element k, s(k) := [W(k,A,A1 ), ... W(k,A,Am )].  Note that the
enumerations of the subset Ai are as follows:

Ai = {q1, ..., qi-1,qi+1, ..., qm} (i skipped)
A1 = {q2, ..., qm} (5-13)
Am = {q1, ..., qn-1}

4) s(k) can also be written as [s1 , ..., sm ]. The larger si the larger is the
symmetrized difference between G(k,A) and G(k,Ai ) and correspon-
dingly the larger the influence of attribute qi on the position of key
element k within the Hasse diagram under A compared with that under
Ai .

5) The matrix W(k) depends on the selection of the key element k.  If
however, more objects are to be analyzed we generalize according to
eq. (5-14):
W(K,i,j) = Σ  W(k,i,j); k ∈ K ⊆ E (5-14)

where K is any set of key elements, in a shorter notation W(K) = Σ
W(k).

6) All objects are selected as key elements.  Therefore instead of W(k),
W(E) is to be investigated.  W(E) is the total matrix of the set E.  We
note that a crude upper limit of W(E,i,j), with card E = n, can be found
simply by comparing a poset of solely non comparable elements (case
"i") with a poset where all elements are equivalent to each other (case
"j"). Together with Eq. (5-7):
0 <  W(E,i,j)  <  n (n-1) (5-15)

Sensitivity tuple
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7) W(E) will be used as a measure of sensitivity.  Accordingly we suggest
to quantify the sensitivity by:

σ(i): = W(E,A,Ai )  1 < i < m (5-16)

with the enumeration scheme of (5-13).  According to (5-15), σ(i) has
values between 0 and n (n-1).

6 Concluding remarks

6.1 Statistics and partial order

Statistics, especially cluster analysis, delivers important tools for
preparing the data matrix Q. Therefore it is recommended, first to
analyze the data set by statistical methods and then to perform a ranking
by the concept of partial order. A detailled description, how to use fuzzy
clustering methods can be found in Pudenz et al, 1998; Pudenz et al.,
1999; one lecture (Luther et al.) within this workshop '99 deals with
mathematical questions behind the application of cluster analysis in order
theory. The problem is that each partitioning will lead to another poset
and there seems to be no logical relations among the Hasse diagrams if
different partitions are selected. For example will the order relations be
preserved, if the partitioning is refined?

After ranking, one wants to interpret the results. Here again statistical
methods are appropriate, for example the use of Bertin matrices, as Welzl
et al. pointed out (Welzl et al. 1998, 1999). Voigt et al, this workshop '99
showed how statistical software can be applied and related it to
approaches of order theory.

Often the dendrograms of a hierarchical cluster method are thought of as
being Hasse diagrams. On the one side, this is true, because the clusters
are related to each other by an inclusion, which fulfills the order axioms,
on the other side this is wrong, because the clusters are not necessarily
ordered with respect to their attributes, Figure 6-1 shows this
schematically.

6.2 Models and HDT

There are different steps to include deterministic mathematical models
into the comparative evaluation on the basis of HDT:
• Model results may be used as attributes. Examples can be seen in the

literature (Brüggemann, 1988, Brüggemann, 1994). Models may help
to find attribute sets, which correspond to some protection goals. For
example instead of ranking chemicals by a sorption coefficient and
persistence, the resulting concentration of the sorbed chemical may be

Fuzzy clustering methods

Bertin matrices

Dendrograms
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the better descriptor to rank chemicals and may better correspond to a
criterion, which aims to protect a sorbing medium.

a b

c

d

e

a,b

d

c e

a b c d e
Figure 6-1: Schematical relation between dendrograms of hierarchical cluster analysis and Hasse diagrams.

• The input data of models may be used as attributes and the resulting
Hasse diagram may be compared with that, which arose from field
monitoring studies. A first attempt is made by Galassi et al 1996 and
Halfon et al. 1996. A full established comparison was performed by
Sørensen et al.,1999 (submitted at Environmental Science &
Technology).

• Even if a deterministic model delivered the one fitness or goal
function, which leads to a unique decision, the contributions to this
goal function may be of interest for a ranking exercise, to understand
the final result.

6.3 Other evaluation techniques

There is no problem to evaluate objects, if the protection goal is known
and a corresponding goal function is at hand. However, often there are
more protection goals at once, and even worse, there is no deterministic
goal function available. Typically the decision makers look for an
operationally defined function, which aggregates the important
properties. By the aggregation the individual preferences are important. If
-for example- toxicity is seen as more important than mobility of a
chemical, than within a linear function the toxicity data will get a higher
weight. The arbitrariness can be avoided by HDT; (see also the
contribution of Brüggemann et al, this proceeding), however at the cost,
that incomparabilities arise. To come up to an unique decision further
steps are necessary, an example will be presented by Simon et al, this
proceeding: First attempts to apply elements of the so-called tournament
theory will be applied on  the evaluation of watershed management
strategies.
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If products are to be evaluated, then the concept of Life Cycle
Assessment (LCA) is often applied. Klöpffer and Volkwein 1995,
Volkwein et al. 1996 showed, how to overcome the difficulty of the
different dimension which are to be handled, when LCA is applied. He
and his coauthors used HDT for a graphical display of LCA results. In
terms of HDT, the LCA, especially the inventory analysis, is a formalized
technique to define and to find the object set and the information base
which are to be considered. Thus not only the properties of the product
should be used as evaluating attributes, but also those of accompanying
chemical substances, of energy balances, of emissions etc. With other
words: The inventory analysis includes the definition of system
boundaries, before the proper Life cycle assessment begins. In
Brüggemann and Steinberg 2000 some more remarks can be found.

For other evaluation techniques, see also Schneeweiß C., 1991 and
Poschmann et al., 1998.

Finally a comment should be given to different graphical representations:
Bar diagrams: If a Hasse diagram is small enough, then the values of the
attributes of each object can be drawn as a bar diagram. This would be
the most comfortable graphical presentation of a partially ordered set:

• The numerical values can be derived and
• the bar diagrams of the objects are logically connected by lines,

according to the order relation.

Sunrise-, star- , diamond- or amoeba diagrams8. The relation to a Hasse
diagram is at best shown by an example:

                                                  
8 Slightly different graphics, no unique use in the literature.

Life Cycle Assessment

Inventory analysis
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q1

q2

q3

q4q5q6

q7

q8

a

b

c

da ≤ b, c ≤ d, a ≤ d
Therefore:

b d

a c

Star- sunrise or amoeba diagram vs Hasse diagram

Generality rule in terms of a sunrise diagram: Let us call the line
connecting the corresponding values of an object x a "circle(x)".
Then: a ≤ b if the circle(a) is entirely covered by circle(b).
Therefore the evaluation still is a matter of partially ordered
sets, but the graphical representation is no more a Hasse
diagram.

Figure 6-2: Star-, Sunrise- or amoeba diagram and their relation to a Hasse diagram

Instead of the product order a "containment" order can be defined, for
example to perform an ordering of molecules based on their shape. See
for example D.J.Klein, 1997.

One may say: The partial order is the central concept, just the graphical
representations vary. Among them the Hasse diagrams seem to be most
valuable for evaluation purposes.

It is difficult, to deduce such algebraic relational arguments for the rather
famous Chernov-Faces. They are useful to show the multivariate
properties of some few objects, but because of rather unrestricted
possibilities to model faces, a relation to partial order is hardly to
establish.

Some more literature about multivariate graphical display can be found
in Hartung, Elpelt, 1992.

Containment order
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Abstract

Environmental data are often associated with a significant degree of un-
certainty which enters into the ranking analysis. This paper investigates
the influence of the input uncertainty using a simple example from which
some general "rules of thumb" can be derived. The focus is the relation-
ship between two elements, which are compared to each other. The ap-
proach is a simple mathematical analysis, assuming equal distributed un-
certainty and a constant uncertainty interval, however, the analysis seems
to give some general relationships. It is demonstrated that a partial order
ranking will be rather robust against uncertainties in the input in relation
to the identified ranks in the Hasse diagram. If the Hasse diagram pre-
dicts a rank between two elements it appears unlikely that this rank
should have been inversely (d>c instead of c>d) due to the uncertainty of
input values. The uncertainty may to some extent affect the question
about comparable/incomparable.
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1 Introduction

The method of partial order ranking has been used within the environ-
mental area for a variety of purposes as an attractive way of handling
complex information (e.g. Brüggemann and Barthel, 1999; Brüggemann
et al., 1995; Brüggemann et al., 1994; Halfon and Reggiani, 1986; Hal-
fon et al., 1996; Galassi et al., 1996 and Sørensen et al., 1998). How-
ever, environmental data are often associated with a significant degree of
uncertainty which enters into the ranking analysis. The uncertainty may
original from three different sources:

1. Uncertainty due to the assumed relationship between the attributes
used and the phenomenon described by the ranking

2. Uncertainty from incomplete ranking originating from limited number
of elements. Thus, since a given element are compared to a fraction of
the total number of elements only an uncertainty of the actual rank of
that element may be introduced.

3. Uncertainty due to input uncertainty

The different sources to uncertainty have to be managed differently. The
type 1 uncertainty can be minimized by increasing the number of differ-
ent attributes, so a large number of various aspects will be taken into ac-
count in the ranking. However, the type 1 and type 2 uncertainties are to
a certain extend inversely related, since an increasing number of attrib-
utes will lead to a decreased number of comparisons in the Hasse dia-
gram and thus a larger uncertainty of the type 2 hence, it is necessary to
make a compromise between the demand of a minimum number of at-
tributes in order to avoid a large type 1 uncertainty on the one hand, and
on the other hand a demand of a limited number of attributes in order to
minimize the type 2 uncertainty. Actually, what we are facing here is
formulated in more general terms from the Statistical Learning Theory
(Vapnik, 1995) as a main principle for solving problems using a restricted
amount of information:

When solving a given problem, try to avoid solving a more general
problem as an intermediate step.

The uncertainty from input (type 3) is simply the uncertainty induced
from the variability in the input parameters. Such variability may obvi-
ously be due to a true variability or to errors in the procedure used to de-
termine the values. This paper will investigate the influence of the input
uncertainty using a simple example from which some general “rules of
thumb” can be derived. The focus will be on the relationship between
two elements. Relationships in overall ranking results involving many
elements is investigated in an other paper (Sørensen et al., 2000)

Complex information

Uncertainty

The uncertainty from input
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2 A simple example using two attributes

The scope of the paper is to evaluate the ranking uncertainty due to un-
certainties in the input parameters (attribute values). However, the influ-
ence from the input uncertainties is further affected by the uncertainty
due to the limited number of comparisons. It seems obvious that the un-
certainty related to the rank of one element (in the following denoted a)
as a result of uncertainties in the input is a consequence of both the actual
uncertainty of the attribute values for a and the uncertainty of the attrib-
ute values for all the elements which are compared to a. A further com-
plicating factor can be explained by considering a second element in the
Hasse Diagram denoted b. In the diagram b may be predicted to be in-
comparable to a, but by considering the uncertainties in the attributes
values for both a and b, we can conclude that the incomparability be-
tween a and b it is not necessarily true. This is illustrated by a simple ex-
ample in Figure 1, where 4 elements are compared using two attributes.

The elements:

Figure 1. The uncertainty intervals of each attribute are shown on the axes and possible overlaps are identified between
the attributes. All possible Hasse diagrams are shown in the boxes and the solid line shows the comparisons with can
conflict due to the uncertainty (c,d).
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In Fig. 1, 5 different rankings are possible as a result of the uncertainty
intervals of the attribute values. Only one pair of parameters (c, d) are
subject to a potential contradiction in the ranking, since both rankings c
above d and d above c are possible. However, it is more likely that c is
above d than opposite because the attribute values for the element c are
most likely to be above d. How much likely c will be above d will be il-
lustrated in the following.

Fig. 2 shows the relationship between the elements c and d in Fig. 1

Figure 2. Scale up of the relationship between the elements c and d (c.f. Fig. 1). The overlapping
value of the uncertainty interval (∆) is denoted f ⋅ ∆ , where the f is the fraction of overlap be-

tween the two intervals.

In Fig. 2 the uncertainty intervals are overlapping for attribute 1 and at-
tribute 2 respectively the overlap being quantified by an overlapping
factor f, which in this illustrative example for simplicity is assumed
equivalent for the two attributes. Thus, the uncertainty intervals of the
attributes c1 and d1 are assumed to overlap to the same degree as the un-
certainty intervals between c2 and d2. The uncertainty intervals are fur-
ther scaled up in Fig. 3 for the attribute 1 only.

An overlapping factor f
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Figure 3. A detailed description of the uncertainty between the elements d1 and c1 The
minimum value of c1 is defined as zero on the attribute 1 axis (x).

Assuming the attribute values equally distributed in the uncertainty inter-
val (same probability for any number in the interval) the probability for a
specific smaller interval inside the uncertainty interval is:

p
dx

dx =
∆ (1)

where dx denotes a “small” interval inside the uncertainty interval and
pdx is the probability to enter that interval. The probability for selecting a
c value between zero and f ⋅ ∆  can be calculated using a simple ratio or
by integration of Eq. 1, the latter being used in the following derivations
as:

p
f

f
dx

c f

f

1

0
< ⋅

⋅

=
⋅

= = ∫∆

∆∆
∆ ∆

 (2)

where pc f1< ⋅∆ is the probability for selecting a  c value between zero and

f ⋅ ∆ . The argument for the integral equation is that the probability for
selecting a number in the interval between zero and f ⋅ ∆  equals to the
sum of all the “small” probabilities for selecting a “little” interval dx
between zero and f ⋅ ∆ . If a number is selected on the x axis in Fig. 3
(denoted x), in the interval between zero and f ⋅ ∆  and a second number
(denoted d1) is selected in the uncertainty interval for d1 then the prob-
ability for the second number to be above the first number is

Attribute values equally
distributed

Attribute 1

c1

d1

f ⋅ ∆

∆

dx

0

x
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p
f x

d x1 > =
⋅ −∆

∆
(3)

The probability for selecting one number for c1 in the interval between
zero and f ⋅ ∆  and a number for d1 which is above the selected c1 num-
ber can be calculated by combining Eq. 2 and Eq. 3:

p
f x dx

d c

f

1 1

0
>

⋅

=
⋅ −

⋅∫
∆
∆ ∆

∆

(4)

The solution of Eq. 4 is

p fd c1 1

1

2
2

> = ⋅ (5)

The complementary probability for c1>d1 is given by minus the probabil-
ity for d1>c1:

p fc d1 1
1

1

2
2

> = − ⋅ (6)

The equations 5 and 6 can be used to calculate the probability number
with respect to two attributes as the relationships between the second at-
tribute values obviously are the same as the relationships between the
first attribute values as long as the two attributes are assumed uncorre-
lated. The probability for the element d to be above the element c is then
(using Eq. 5)

p p p fd c d c d c> > >= ⋅ = ⋅
1 1 2 2

1

4
4 (7)

where f is assumed equivalent for both attributes. Eq. 6 can similarly be
used to calculate the probability for c>d as

p p p fc d c d c d> > >= ⋅ = − ⋅



1 1 2 2

1
1

2
2

2

(8)

The probability for c and d to be incomparable is given as (using Eqs. 7
and 8)

p p p f fc incom d d c c d= − − = − ⋅> >1
1

2
2 4 (9)

The Eqs. 7, 8 and 9 are shown as curves for all possible f intervals in Fig.
4. and it is clearly demonstrated that the f value needs to be rather large
before both the rankings d>c and c>d are likely to happen. For f values
below 0.5 it is virtually unlikely that d>c, whereas, there may exist some
uncertainty covering the statement: comparable/incomparable.

The probability number
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Figure 4. A graphically presentation of the Eqs. 7, 8 and 9.

3 Conclusion

The present paper has demonstrated in simple terms by an example that a
partial order ranking will be rather robust against uncertainties in the in-
put in relation to the identified ranks in the Hasse diagram. If the Hasse
diagram predicts a rank between two elements it appears very unlikely
that this rank should have been inversely (d>c instead of c>d) due to the
uncertainty of input values. The uncertainty may to some extent affect
the question about comparable/incomparable.
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Abstract

The starting point is the assessment of a collection of objects which are
described by multiple criteria. The traditional way of assessment for this
kind of data is the assessment with a ranking index which is in most
cases derived by the construction of weighted sums. We want to replace
this line of action by the application of order theory and (in conse-
quence) Hasse diagram technique. The concept of partially ordered sets
(abr. posets) is well known and used for quite some time (think for ex-
ample about scheduling problems) but on the field of multicriteria data
analysis it is relative new and so complete new problems arise.

Basically we need a partial order on IRn (our objects are associated to tu-
ples of real numbers), the most simple one seems to be the product order
which is our starting point (we will discuss a few alternatives). Here we
see the first problem, the problem of robustness or stability: criteria are
mostly real numbered values (with a continuous distribution) therefore it
makes no sense to claim a continuous connection between the criteria of
the objects and the derived partial order. But we have to guarantee some-
how, that slight, insignificant differences of our data (noise) do not lead
to big changes of the results. This is one reason for the importance of
cluster analysis on the field of order theory. Another reason is the wish
to reduce the "complexity" of a poset, which is no longer readable or in
other words, the wish to find a "coarse" structure of complex posets.

We need a theoretical description of both posets and cluster analysis and
objective methods to assess our assessments. (I.e. an answer to the ques-
tion: Is the poset (the clustering) a "good" one for a given set of dates?).
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1 Introduction

This text disperses into four parts: this section, the introduction, shall
motivate our line of action and gives in the end a formal description of
the basic model. In the second section we will describe briefly the most
important things of order theory, in the third section we will go into the
field of cluster analysis. Finally the last section will show some strategies
to combine methods of both fields.

Often one is faced with the evaluation of objects: What is the price of an
article, what are the costs of some engineering constructions? In environ-
mental sciences typically the evaluation has to be performed regarding
several criteria [3]. For example, objects of such an environmental eval-
uation may be chemicals (as shown in [3]), or geographical areas. In any
case, in order to evaluate objects, a tuple of data is needed. Those data
are considered as helpful to describe the objects with respect to the crite-
ria by which they are to be evaluated. The evaluation requires a compari-
son of objects, therefore often a ranking index (see 1.2) is introduced (in
most cases a weighted sum). However the use of a ranking index implies
that the combination of criteria can be quantitatively described. Typically
in environmental sciences there is no consensus on how to do this.
Therefore the concept of a partial order appears to be extremely helpful,
to perform at least a comparative evaluation. A simple variant is done by
ordering the objects corresponding to the componentwise order of their
tuples of data (product order ) – this has the advantage, that every rank-
ing index delivers a linear extension of our so-called product order
(hence we really have a generalization). (See for details: "Introduction to
the General Principles of the Partial Order Ranking Theory" (this issue)
and "New Tools in Hasse Diagram Technique" (especially for an expla-
nation of linear extensions; also this issue))

In short we arrive at the following agreements:

1.1 Agreements / Model

1. Let O={o1, ..., oN} a finite set of objects, the so called object set or
ground set, which can be seen (in some cases) as subset of a totality
G (O ⊆ G ).}

1. IB={α1, ..., α|IB|} forms the attribute set or information base (a finite
set of |IB| attribute names is simply enumerated). We call the elements
of IB criteria as well. With IB we have a first description about the
objects from O.}

2. $ = { $1, ..., $|IB|} is the family of sets of possible values – so $i de-
notes the set of possible values of attribute αi (for example: αi =
"age", $i = IN with some subset O of all humans). We take in all cases
$i ⊆ IR for granted in order to guarantee that
• O is totally ordered relating to one single criterion and
• all attributes can be expressed numerically.
That does not mean, that we can only deal with quantitative data! (For

Ranking index

No consensus on how
to do this

Elements of IB criteria
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example: αi = "investment risk" with $i = {0, 1, 2} instead of $i =
{"low", "middle", "high"}).

3. In consequence we assign a matrix X∈ IRN×|IB| with attribute values to
O. For X we have:
(∀i∈{1, ..., |IB|})(∀k∈{1, ..., N}) xki ∈ $i

where xki denotes the value of the i-th attribute αi from object ok – one
row of X refers to one object of O (of course the rules of rows and
columns are interchangeable, in many approaches of HDT the objects
correspond to the rows so we do here the same just for the sake of
identity).

1. Furthermore we do a standardization to X, i.e. we define a matrix Y∈
IRN×|IB| to O, by

(∀i∈{1, ..., |IB|})(∀k∈{1, ..., N}) ki

ki i

i

y
x=

− µ
σ

where µi is the (estimated) mean and σi is the (estimated) standard
derivation of attribute αi. Then the euclidian distance between any
two rows of Y reproduces the dissimilarity between their correspond-
ing objects in O. We further need this standardization to guarantee
scale invariance for cluster analysis but since it is order preserving, it
does not touch the order theoretical aspects of our examination.

Further we have the following simple description of a ranking index and
a weighted sum.

1.2 Ranking index and weighted sum (definition)

Let r : IRn → IR a monotonous increasing mapping (i.e. componentwise
monotonous). Then we call r a ranking index. If we have (∀ x ∈

IRn) ( )r x = c x = c xT
i

i=1

IB

i⋅ ⋅∑  (with ci > 0 for all i) we call r a weighted

sum (with positive weights).

We are describing our objects by multiple real criteria. For a cluster
analysis we have to precise the dissimilarity of the objects and perhaps
(for some methods) a suitable representation in the euclidian space. The
assessment of the objects under all criteria will be done by partial or-
ders.

Scale invariance
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2 Order Theory

2.1 Posets Ia: Base Concept

2.1.1 Partially ordered sets (definition)
Let P := (O,P) a digraph. If it has the three properties:
1. (∀a∈O) (a,a) ∈ P (reflexivity)
2. (∀a,b∈O) (a,b), (b,a) ∈ P ⇒ a = b (antisymmetry)
3. (∀a,b,c∈O) (a,b), (b,c) ∈P ⇒ (a,c) ∈ P (transitivity)

we call the relation P a partial order (or briefly order) and P a partial
ordered set (briefly: poset). Instead of "(a,b)∈P" ("(a,b)∉P") we write
"a ≤ b in P" (" a b/≤  in P") – in words: "a is (not) less or equal b in P''. If
a b/≤  and b a/≤  in P we write in contrary a || b (in words: "a and b are
incomparable"). An order is called total or linear if we have in addition
4. (∀a,b∈O) a ≤ b or b ≤ a in P (totality)
– a total or linear order contains no pair a,b with a || b.

2.1.2 Extensions (definition)
Let P := (O,P) and Q := (O,Q) two posets with the same object set O. If
P ⊆ Q we call Q an extension of P (and Q an extension of P). Hence it is
clear what a linear extension is.

2.1.3 Intervals, Ideals and Filters
Let P := (O,P) a partial ordered set and a,b∈O. Then we call the set
[a,b]:= {x∈O | a ≤ x ≤ b } an interval, the set (a]:={ x∈O | x ≤ a } a
principal ideal and the set [a):={ x∈O | a ≤ x } a principal filter.

2.2 Posets Ib: Assessment of orders

If we want to "assess our assessments" which are appearing as posets, we
need a measure which describes the quality of a poset itself. Our idea is
to assume the existence of something as a "natural poset" P* := (O,P*) on
our object set and compare each other partial order P := (O,P) on the
same object set with P*, i.e. the more "similar" an order is to P* the
nearer it is considered to the natural one. In consequence we have to
quantify the similarity (or dissimilarity) of posets which have the same
object set.

We therefore introduce one dissimilarity measure (the W-distance) and
one similarity measure (the Tanimoto Index) for posets.

Principal ideal
Principal filter

Similarity (or dissimi-
larity) of posets
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2.2.1 The W-distance – a dissimilarity measure for posets
Let P := (O,P) and Q := (O,Q) two posets. Then we call

W(P,Q):=W(P,Q):= P Q
o O

o o( ] ( ]∆
∈
∑  the W-distance between P and Q

(i.e. between P and Q). Here "∆" describes the symmetrical difference of
two sets, so (o]P ∆ (o]Q denotes the set of all o'∈O with:

• o' ≤ o in P and o' o/≤  in Q or
• o' ≤ o in Q and o' o/≤  in P

or in shorter words: The dissimilarity of the ideals is seen as the dissimi-
larity of the orders. A more detailed description can be found in the "In-
troduction to the General Principles of the Partial Order Ranking The-
ory", this issue.

2.2.2 The Tanimoto-Index – a similarity measure for posets
Let P := (O,P) and Q := (O,Q) two posets. Then we call

T(P,Q):=T(P,Q):=
P Q

P Q

∩
∪

 the Tanimoto-index of P and Q. It is a simi-

larity measure of directed graphs – we compare the sets of edges and ob-
viously the quotient above is 0 iff both graphs have no common edges

and 1 iff the edges sets are equal. Sometimes the comparison of P Q∩

with P Q∪  is not appropriate. Soerensen et al. suggest other modified

variants.

2.2.3 Remark
There is a connection between this two measures: we have

T
W

( , )
( , )

P Q
P Q

P Q
= −

∪
1 , i.e. we could introduce a normed dissimilarity

measure with W
W

( , ):
( , )

P Q
P Q

P Q
=

∪
. Furthermore we can leave one of

this two measures, because one of them is the "mirror image" of the other
(for example: minimizing one of them means maximizing the other). We
will concentrate on the W-distance.

2.3 Posets Ic: Preorders and equivalence

Partial orders may express all possible ordinal relations between objects
we want to show, but it is not possible to express equivalences between
objects in a partial order. But even in the evaluation of an object set with
a ranking index some different objects may get the same value, may be
"equally good". (A special case of this "quality equivalence" arises, when
our X has two (or more) equal rows. Of course this is feasible.) Since we
are furthermore interested in cluster analysis, we have to think about
modeling equivalences in a suitable graph theoretical way. Obviously we

Tanimoto-index of P
and Q
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have to take the axioms of partial orders and weaken the demand of anti-
symmetry. This leads us to preorders (or quasiorders).

2.3.1 Preordered sets (definition)
Let again P := (O,P) a digraph. If P is reflexive and transitive but not
necessarily antisymmetric, we call P a preorder and P a preordered set
(briefly: preset). Instead of "(a,b)∈P" ("(a,b)∉P") we write " b a

~≤  in P"
(" a b/≤~ in P") – the meaning of "a || b" is the same as in posets, "a ∼ b"
means a b

~≤  and b a
~≤  (orders are exact the preorders with a∼b ⇒ a =

b). (See for further details about presets: Brüggemannn, R. , Bartel, H.-
G.,1999; they use the term quoset instead preset).

2.3.2 Splitting of preordered sets
A preorder P ever includes an equivalence relation α(P) and a strict
order1 β(P):

α(P):={ (a,b) ∈ O×O | a b
~≤  and b a

~≤  in P }
β(P):={ (a,b) ∈ O×O | a b

~≤  and b a/≤~  in P }

Both α(P) and β(P) are transitive and for a ∼ b and b < c (a < b and b ∼ c)
in P we have a < c in P.

2.4 Posets II: A Preorder P=( IR|IB|,? ) and the role of
domination sets

We assume that O is mapped on IR|IB|, therefore we can (and will) use
geometric properties of this vectorspace to form a preorder on IR|IB|. For
this we take up an idea of Yu [7] who describes his so-called "criteria
space2" Y ⊆ IR|IB| with domination sets , i.e. if we assume Y= IR|IB| (for
the sake of simplicity), he constructed a mapping D : IR|IB| → ℘(IR|IB|)
where D(x):={ y ∈ IR|IB| | x+y is "better" (or worse) than x } is called the
set of domination factors of x (all "directions" that lead to a dominated
point) and the set {x}+D(x):={ x+y | y∈D(x) } is called the domination
set. In the case of a preorder P we have the relationship: DP(x):={ y ∈
IR|IB| | x + y x

~≤  }.

The starting point of working with domination sets was the minimal as-
sumption that all criteria have the same "orientation", i.e. a higher value
of any criterion is always considered as "bad". So we directly arrived at
the pareto rule in opposite to the weighted sums which denote two ex-
treme possible domination sets.

                                                  
1 A strict order is an order without its reflexive pairs.
2 The "criteria space" is the set of all possible tuple of criteria. In contrary the "deci-
sion space" is the set of corresponding "decision variables". In an optimization
problem our criteria space is given with all possible values of the objective (special
case of 1-dimensional criteria space). It is important to see, that we have still not dis-
cussed any decision variables.

Weaken the demand of
antisymmetry

That all criteria have
the same "orientation"
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2.4.1 Weighted sums
The most disseminated method for generating a ranking index is the
(positive) weighted sum – it corresponds with the choice DP(x):=H(c):={
y ∈ IR|IB| | cT⋅y ≤ 0 } where c∈(0,∞)|IB| is a vector of positive weights, i.e.
we have the choice of a constant cone halfspace H(c).

• Advantage: easy to calculate, linear order, numerical values of cT⋅x
yield information about stability

• Disadvantages: different quantities are offset against each other
(problem of comparing "apples with pies")

2.4.2 Pareto rule
The method we are preferring is the so called pareto rule (or in HDT
also called "generality rule"), that leads to the constant cone DP(x):= Λ :=
{ y ∈ IR|IB| | (∀i∈{1,...,|IB|}) y ≤ 0 }.

• Advantage: avoiding arbitrariness in weighting the criteria
• Disadvantage: Hence we have to deal in the end with a preordered set,

we loose information about stability

We like to mention expressly, that in both cases the set DP(x) of domina-
tion factors refer to x is independent of x – that is what we mean when
we talk about a constant cone (note that every halfspace H(c) has to in-
clude Λ). The problem of stability is then that no assumption is made re-
ferring to the "gap" between two different objects. Alternatively to clus-
ter analysis, we may introduce a "gap vector" d∈[0,∞)|IB| which contains
for every attribute a "significance threshold". We now propose 2 alterna-
tives, which shall pay tribute to (numerical) significance of ordinal rela-
tions.

2.4.3 Improved Pareto rules
Let d∈[0,∞)|IB| our "gap vector". To take nonsignificant fluctuations into
consideration we see two basic alternatives:

• We may define D(x) := {x-d}+Λ = { x-d+λ | λ∈Λ }, i.e. we only as-
sume the ordinal relation "y<x" if yi ≤ xi - di for all attributes (thresh-
old has to be exceeded in all attributes).

• D(x) := {x}+Γd with 
{ }( )
{ }( )d

|IB| i

j j

y IR
i 1,..., | IB| y

j 1,..., | IB| y d
Γ = ∈

∀ ∈ ≤
∃ ∈ ≤ −













0
,

i.e. we only assume the ordinal relation "y<x" if yi ≤ xi - di for one at-
tribute (we still have to insist on the relation yi ≤ xi for all attributes in
order to guarantee transitivity).

Since it is enough to discriminate the objects refer to one attribute we
have tested the 2nd alternative (later we will give an example). The ad-
vantage of this robustification of the old pareto rule is, that it is more
"careful": Contrary to the assumption that similar objects may belong to
an equivalence class (the point of view of traditional cluster analysis) we
consider similar objects as formally incomparable to avoid an arbitrary

"Apples with pies"

"Gap vector"

Robustification
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clustering. This is a realistic point of view if we see our preorder as pre-
processing for a further examination ( maybe a form of cluster analysis).
A disadvantage: We need a method to choose suitable "gap vectors" d, so
we have to think about its statistical properties. The variants discussed
are schematically shown in Fig.1 (for the 2-dimensional case).
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y

x

Weighted Sum

Halfspace D(x,y)={(x,y)}+H(c)
with Domination Cone H(c)

For a feasible point (x+∆x,y+∆y)
of the halfspace we have cx⋅∆x + cy⋅∆y ≤ 0

A point (x+∆x,y+∆y) with (∆x, ∆y)∈Λ
is always in the halfspace, because
∆x, ∆y ≤ 0  ⇒  cx⋅∆x + cy⋅∆y ≤ 0

y

x

Domination Cone: Λ
D(x,y) = {(x,y)} + Λ

Pareto Rule

y

x

2dy

2dx

Domination Cone: Λ
D(x,y)={(x,y)-d}+Λ

Improved Pareto Rule
1st version

y

x

2dy

2dx

Domination Set: Γd

D(x,y)={(x,y)}+Γd

Improved Pareto Rule
2nd version

Figure 1 (part 1): Graphical presentation of different domination sets
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y

x

dy

Domination Set: Γd

D(x,y)={(x,y)}+Γd

Improved Pareto Rule
2nd version:

y

x

dx

Figure 1 (conclusion): Further explanation of the 2nd version of the improved pareto rule:
Γd can be seen as "superposition" of n cones in the n-dimensional euclidian space (here: 2 cones)

3 Cluster Analysis

The subject of cluster analysis can be described by the task to generate
and evaluate partitions of an object set, i.e. derive properties of such
partitions (this point of view is detailed discussed in H. H. Bock [4]). We
define a partition as a family of pairwise disjoint subsets of an object set
which covers this object set (their union equals the complete object set).
Note that there are still other ways to define this term (sometimes the
disjointment is given up, this leads to so-called "overlapping"). In our
case the separation of the clusters is important, so we have to claim pair-
wise disjointment. The sets of a partition are called "clusters" and the
process of generating a partition is called partitioning, grouping or
clustering. Now the question of the goal of such grouping arises, which
is given with the necessity that "a great set of unstructured objects (per-
sons, objects, diseases or documents) has to be dispersed into smaller,
homogenous classes, that are useful for practical tasks" (H. H. Bock [4]).
A class is homogenous if its elements are "similar" to each other, and the
dissimilarity is in most cases expressed by the euclidian distance of suit-
able representatives as we will see below.

In order to start in a formal correct way, we want to introduce some basic
notions:

Separation of the clusters
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3.1 Cluster Analysis Ia: Partitions

3.1.1 Partitions.
Let O a finite set (of objects), and A1,...,Am ⊆ O with

• (∀i,j ∈ {1,...,m}) Ai ∩ Aj = ∅ (disjoint)
and

• i
i 1

m

A O
=

=� . (complete covering)

Then we call the system {A1,...,Am} a partition of the object set O (of m
clusters).

3.1.2 Unsharp Partitions
Let O={o1,...,oN} a finite set (of objects), and U∈IRFCL×N a matrix with

• (∀ i∈{1,...,FCL})  (∀ k∈{1,...,N}) 0 ≤ uik ≤ 1

and

• (∀ k∈{1,...,N}) ik
i=1

FCL

u∑ = 1.

Then we call U an unsharp partition (or membership matrix) of O
(with FCL fuzzy clusters). (Each object is assigned to all clusters, "with
different memberships uik".) If further uik is 0/1-valued for all i,k we call
U a sharp partition. Any sharp partition corresponds to a partition.

3.2 Cluster Analysis Ib: Discussion of Unsharp Parti-
tions

3.2.1 Interpretation of unsharp Partitions.
For a sharp partition we can directly construct a unique partition

{A1,...,AFCL} with uik=
1

0

if o A

if o A

k i

k i

∈
∉





.

But of course even for unsharp partitions the membership values give
information about where an object belongs. We characterize objects ac-
cording to their so called "purity" which is a measure how "pure" an ob-
ject can be assigned to one cluster.

Purity. Let U∈[0,1]FCL×N be an unsharp partition (of a finite object set O

= {o1,...,oN}), ok∈O. Then we call { }{ }pur(o ) :=  max u   i 1,..., mk ik ∈

the purity of the assignment of ok.

Hybrids. Let U∈[0,1]FCL×N be an unsharp partition (of a finite object set
O = {o1,...,oN}).

U an unsharp partition
(or membership matrix)
of O

Purity

Hybrids
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Then we call ok a relative hybrid iff ( )pur(o ) 0.5k ∈ , 1  – we call it an

absolute hybrid iff ( ]pur(o ) 0k ∈ , .05 . In general we call ok a TMF-hybrid or

a hybrid with corresponding threshold TMF (TMF ∈ ( ]0 1, ) iff

pur(ok) ≤ TMF. (We do not forbid the term 1-hybrid for sharp assigned
objects.) On the other hand: Iff ok is no TMF-hybrid we consequently call
ok TMF-pure. Iff ( ]pur(o ) 0.5k ∈ , 1  ok is relative pure. After all pur(ok) =

1 implies that ok is sharp assigned or pure at all. To sum all this up we
make a small decision tree (figure 2).

no

object ok

pur(ok)>0.5  ?

yes

ok is an absolute hybrid
(independent of any treshhold)

ok is relative pure
(independent of any treshhold)

pur(ok)>TMF  ?

no yes

ok is a (relative) TMF-hybrid ok is (relative) TMF-pure

pur(ok)=1  ?

yesno

ok is pure
(i.e. sharp assigned)

ok is a (relative) TMF-hybrid
and not sharp assigned

Figure 2: How to characterize objects in terms of their purity

It is easy to illustrate these terms geometrically. Assume that we want to
get an unsharp partition for a set O with at most three clusters. The feasi-
ble set of possible "membership vectors" is then given by the 2-
dimensional simplex (embedded in the IR3) whose corners represent the
three possible sharp assignments – the usual geometric representation of
points on the 2-dimensional simplex is done by ternary diagrams (Fig. 3).
We use this form of visualization because it shows our terms very well:
The small triangle inside of the simplex forms the set of absolute hybrids
– any object that is assigned to a point out of this region is only a relative
hybrid because it can be considered to be a member of a unique cluster
(corner) "according to its maximal membership pur(ok)". In Fig. 3 we
have drawn the unsharp

Ternary diagrams
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partition U
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"strip" of relative TMF-hybrids

region of absolute hybrids

u
3k

u2k

u1k

Figure 3: Good and bad regions on the "simplex of memberships"

3.3 Cluster Analysis II: Usual Assessment of Unsharp
Partitions

We assume, as we said in section 0 that we've a matrix Y∈ IRN×|IB| which
row vectors represent the objects in the euclidian space, i.e. the dissimi-
larity between two objects can be expressed with the euclidian distance .
So, if we define Z∈ IRFCL×|IB| according to

• i

ik
r

k

ik
r

z   
u y

u
⋅

⋅
=

=

=
⋅∑

∑
: k

N

k

N
1

1

(∀ i∈{1, ..., FCL})

where zi⋅, the i-th row of Z denotes the center or r-weighted average
of cluster i and

• ( )g U   u y zik
r

k i: = ⋅ −⋅ ⋅
==
∑∑ 2

11 k

N

i

F C L

as U's r-weighted sum of

error squares

Center or r-weighted
average of cluster i
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we have a suitable measure for the quality of an unsharp partition refer to
the dissimilarities between the objects. In case U is sharp, the formulas
above turn into

• i

k

i

z   

y
o A

A

(k )

i
⋅

⋅
∈

=
∑

:

N

(∀ i∈{1, ..., FCL})

and

• ( )g U   y z
o A

k i
(k )

i

: = −⋅ ⋅
∈=
∑∑ 2

1i

F C L

for the corresponding partition – this may show the intention "clearer". In
Luther et al. 1999 the quality functions are discussed in more detail.
These will be a differentiation of the function g which makes evident the
contribution of singletons versus those of nontrivial clusters.

4 Generalization: Three Strategies For
Combining Order Theory And Cluster
Analysis

We have done a generalization by replacing posets with presets (weak-
ening the antisymmetry) in order to model equivalences of different ob-
jects. But a partition can be seen as equivalence relation too – we can
consider the clusters as equivalence classes of the object set. And the rea-
son why we have introduced preorders was really some kind of "lazy
men's cluster analysis" for we have considered objects with the same
datatuple (or however the same value of a weighted sum) as equivalent.

Hence it is already clear, that the results of a clustered preset are ex-
pressed by a preset again, but how to do this is not clear. There are three
alternatives.

4.1 Clustering → Preset

We can derive a partition of the object set in a 1st step, then we have to
gain representatives of every cluster and construct the preorder for the
representatives.

• Advantage: Since our objects are represented by vectors in IR|IB| we
can easily derive representatives even for unsharp partitions as
showed in 0. Cluster analysis is a well explored field, so there are
many tools we can use to evaluate our results.

• Disadvantage: The clustering may destroy ordinal relations and gener-
ate new ones , so our resulting preset strongly depends on the cluster-

Three alternatives

Clustering may destroy
ordinal relations
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ing which is much more arbitrary than (for example) the product or-
der, because for example we either have to decide which partition we
want to select (sharp partition) or we have to select appropriate values
for FCL and TMF (rounding an unsharp partition). But it was a basic
goal to avoid arbitrary!

 
 

4.2 Preset → Clustering

We can construct a preset and simplify it by clustering of a part of an an-
tichain.

• Advantage: The restriction to antichains (or in general a restriction to
a subset of objects) can help to reduce the distortion of the preset.

• Disadvantage: The choice of the antichain and the clustered objects
may still be arbitrary.

4.3 Simultaneous method

We can derive a preorder directly from the datamatrix X under "suitable
assumptions/ restrictions".

• Advantage: No more arbitrary, united model of structure and quality
• Disadvantage: We still know neither suitable assumptions/restrictions

nor how to derive a good preset under both points of view.

There still is no "eternal" way how to combine order-theory and cluster
analysis, (this would be an answer to "4.3"), but we will show some ac-
tual results that may illustrate the first two strategies and their meaning –
they seem to be good heuristics.

5 Approach: Assessment of 59 Regions
corresponding to their Pb-, Cd-, Zn-
and S-Pollution

An evaluation project performed for an environmental protection agency
(LfU Baden-Württemberg) had to deal with the pollution of several re-
gions. The task was to evaluate 59 regions according to the content of
lead, cadmium, zinc and sulfur in different matrices. The matrices were:
herb layer, the leaf layer (leaves of trees), moss and earth worms. Each of
these matrices were considered to be indicators for different kinds of
pollution patterns. Here the leaf layer will serve as an example.

Pollution of several regions
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5.1 Clustering → Preset

The simple product-order gives the "messy" system of lines drawn in Fig.
4.
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Figure 4: Hassediagram using original data.

Going the way "Clustering → Preset" we generate an unsharp partition
with 6 clusters (Fig. 5).

6

8

79

16 22
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38

445

5559

58

3419

43

52

Figure 5: Hassediagram with clusters and hybrids.
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0.6-hybrids (11) {4, 19, 29, 34, 38, 43, 45, 52, 55, 58, 59}
nontrivial equivalent classes {6,15,28,40,42,37,26,36,54,25,11,44};

{8,17,18,23,14,57,10,31,32};
(6 clusters, 49 assigned objects): {7,30,5,41,27,47,48,51,50,60,1,20,56};

{9,13,35,33,12,21}; {16,3,2};
{22,39,49,46,53,24}

5.2 Preset → Clustering

Using the "stronger" product order given by D(x)={x}+Γd, we yield Fig. 6.

6 8

7

17

9

16221830231514

5 28

39402941422738493747

48 51

4 3

13

263646505345

54

5559

60

5857

35

34

33

25

12 21

112 110202431321943445256

Figure 6: Hassediagram derived of D(x)={x}+Γd

We then cluster only the maximal elements (in this case we made a com-
plete linkage clustering), and arrive at Fig. 7.
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C 1

C 2

C 3C 4

7

9

5

28

48

51

13

54

60

35

34

33

25 12 21

Figure 7: Hassediagram of Fig. 6 after a clustering of the maximal elements (the
clusters refer to the four black elements)

Here it was a good idea first to improve the partial order (way 0→2→3
on the schematically illustration in Fig. 8), so we could cluster only the
maximal elements and stay order preserving in the sense, that no preor-
der relation of objects is destroyed.

0. Preset (original) 1. Preset (clustered)

2. Preset (improved) 3. Preset (final one)

Figure 8: Schematically illustration of clustering and order improvement
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objects is destroyed
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1
 Some parts of this manuscript, together with the theory of sensitivity analysis will

also be published elsewhere.

Abstract

When a ranking evaluation of some objects (geographical sites, chemi-
cals, management strategies) by a multicriteria analysis is of concern,
then the theory of partially ordered sets and its graphical representation
(Hasse diagrams) are useful tools. From the point of application three
new tools are discussed: (1) How can we get systematically information,
obtained from the structure of the Hasse diagram: (2) How can we quan-
tify the loss of information, when an aggregation of test results (for ex-
ample by forming a weighted sum) is used. (3) Can we find a new set of
attributes (latent variables) which generates the same (an isomorphic)
Hasse diagram as that from the original attributes. This is done with the
help of the concept of dimensions.

The three new tools are explained with the example of a test battery, con-
sisting of five single tests (developed by Dutka et al. 1986) and applied for
an evaluation of 55 samples of the Lake Ontario.
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1 Introduction

Hasse diagrams have been used to rank chemicals according to environ-
mental hazard (see Brüggemann (1998) for a recent review). At the basis
of the Hasse diagram technique (HDT) is the assumption (Halfon and Reg-
giani, 1986) that we can perform a ranking while avoiding the use of an
ordering index. Mathematical background material can be found in Bartel
(1996), Davey and Priestley (1990) or Lipschutz (1976). Hasse diagrams
present information not only on the ranking but, most important, they show
whether the criteria, characterizing the objects, lead to ambiguities in the
ranking. For example, an object might be ranked higher according to one
criterion but lower according to another. These two objects are not ordered
because their data are "contradictory". This ambiguity is not evident when
we use an index for ranking, i.e. if we aggregate the results of the battery of
tests2 to only one quantity (an index function). However, the ambiguity is
immediately evident by the presence or absence of lines in a Hasse dia-
gram. Therefore, Hasse diagrams and the techniques to draw information
from them are very appropriate for applications on complex systems such
as ecotoxicological batteries of tests. The reason is that batteries of tests
deliver much simultaneous information which can be used to evaluate the
tested objects. The HDT uses all ordinal information for a graphical repre-
sentation of the test results. Other investigators have approached the prob-
lem of finding significance values (see Sørensen et al., 1998a and 1998b),
to develop systematic instruments for data analysis (see Brüggemann and
Bartel, 1999 and Welzl et al., 1998) and to find methods for relating attrib-
utes to latent order variables (Grell and Brüggemann, 1998). In this paper,
the ecotoxicological test battery and its results will serve as an example to
show some new tools of the Hasse diagram technique (HDT). These are:

(1)  Sets of samples, with specific test reactions, i.e. having a pattern of test
results in common. We call this kind of results from Hasse diagrams
"structural information".

(2)  The loss of information, which appears, when an aggregation of test re-
sults is used,

(3)  the dimension of Hasse diagrams with respect to redundancy in the
battery of tests.

Some basics
Although some basics are already mentioned in the Introduction (see this
Proceeding), it may be useful to repeat and to extend them.

Criteria include both quantitative and qualitative properties.
Often in environmental sciences there are protection goals, to which some
criteria correspond. However, not all these criteria have a measurable
quantity as counterpart. Therefore, subcriteria are to be defined, until
quantities are available (by experiments, by modelling etc.) which match
the (sub)criterion. Often a hierarchy of criteria arise, an example is shown
elsewhere (Brüggemann et al., 1999a). Note that subcriteria on the same
                                                  
2
 Sometimes we also write "test battery" or simply "battery"

Criteria
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hierarchical level may have some conflict potential, but all of them, joining
to a common super-criterion are necessary to take the full account of the
meaning of that super-criterion.

An attribute is a numerical quantity logically related to a criterion, for ex-
ample by a hierarchy mentioned above. We denote these attributes as q1,
q2, ..., qm; they are assigned to the objects, which are to be evaluated and
they have to have the same orientation: If for example a high
bioaccumulation is considered as hazarduous, then any species toxicity,
measured as LC-value should be multiplied with -1 or the reciprocal
should be chosen, just to ensure that high numerical values have the same
meaning. Properties, which are oriented and which are used in the
ranking procedure are also called evaluative properties.

Data are the numerical values corresponding to each criterion by which a
given object is characterized.

An object is the item of interest. Each object, x, is characterized by a tuple
of data (q(x) = (q1(x), q2(x),..., qm(x))). The set of n objects is called E.
Objects are ranked graphically by Hasse diagrams, applying an order rela-
tion (see below). The operator "card" acts on finite sets and the result is the
number of elements of sets. For example: When the object set E contains n
objects, then card E = n.

Order relation: Two objects x,y ∈ E are characterized by the tuples (q1(x),
q2(x),..., qm(x) and (q1(y), q2(y),..., qm(y)). We say: x and y are comparable,
if qi(x) ≤ qi(y) or qi(y) ≤ qi(x), for all i ∈ I = {1,2,..,m} (I: an index set).
If qi(x) < qi(y) for all i, or if for i∈I' ⊆ I qi(x) = qi(y) and for the residual in-
dex set i ∈ I'' ≠ ∅ and I' ⊕ I'' = I, qi(x) < qi(y), then: qi(x) ≤ qi(y) for all i∈
I and x ≤ y. If qi(x) ≤ qi(y) not for all i, i.e. if there exists at least one i*
with qi*(x) > qi*(y) and one i** with qi**(x) < qi**(y), then the two objects
x,y are incomparable (with respect to the considered set of attributes). In
that case we write : x || y. The demand "for all" to set up an order relation
we call the generality principle 3.

Equivalence relation: If two different objects x,y ∈ E have the same tuple,
i.e. if q(x) = q(y) then these two objects are considered as equivalent. The
equality can be seen as another example of binary relation among objects.
This relation is called an equivalence relation and will be denoted by ℜ.
An equivalence relation leads to equivalence classes of equivalent objects.
The set of equivalence classes which arise from a given ℜ is called a quo-
tient set and is denoted by E/ℜ.. (More details and examples: see "Intro-
duction to the General Principles of the Partial Order Ranking Theory",
this issue and Brüggemann et al.,1997.)

An aggregation is a method to assign to a vectorial quantity a scalar: The
tuple (q1,q2,..,qm) ∈ IRm (m-dimensional space of attributes) is mapped
onto a scalar Γ ∈ IR (a one dimensional space). In evaluation studies this
map often is realized by weighted sums, i.e.
Γ = Σ gi*qi (i=1,...,m), gi  ≥ 0 : weights. (1a)

                                                  
3
 In economic sciences also known as Pareto rule.

Attribute

Data

Object

Order relation

Equivalence relation

Aggregation
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Generally an aggregation may be formulated as a monotonous differenti-
able function f of q1,q2,..,qm:

Γ = f(q1,q2,..,qm); ∂f/∂qi ≠ 0 for all values of qi and i=1,..,m (1b)
(see Sørensen et al., 1999).

Sometimes bilinear aggregation models are used, which can be formulated
as follows:

Γ = (Σ gi qi) � (Σ gj qj) (2)

Note, that other aggregation tools are possible, which are not based on nu-
merical transformations like those shown in Eq.1 (Kemeny, 1959; Roberts,
1989). A rather important method may be the tournament theory, based on
directed acyclic graphs. It can be shown that under some assumptions a
unique total order can be derived (see Clark et al., 1994, Barthelemy, 1989,
Bondy and Murty, 1976). A first attempt is shown by the contribution of U.
Simon, this issue.

However the aggregation by Eq.1 is mostly used in risk assessment proce-
dures (as multi-attributive utility theory (MAUT), Schneeweiß, C., 1991),
therefore we concentrate ourselves on that point.

There are many other possibilities to define order relations (see "Introduc-
tion"), the specific one, shown above has an own name, namely product
order or (syn.) componentwise order. Sets, equipped with an order relation
are called partially ordered sets (posets). A total order is a set, whose order
relation leads to complete comparability, i.e. each object is comparable
with each other. Not all objects are mutually comparable in posets, because
of the generality principle.

Hasse diagrams
The so called Hasse diagram technique is explained in several publications
(see for example Halfon et al., 1986, Brüggemann and Halfon, 1997). Es-
pecially Klein et al. (1995) demonstrated how Hasse diagrams are con-
structed. For the sake of convenience of the reader and because this dia-
gram will serve for further examples, we briefly repeat some facts. The
Hasse diagram (Figure 1) is part of the comparative evaluation of the re-
sults of a battery of tests, which is fully discussed later.

In Table 1 some objects and five attributes are presented and Figure 1
shows the visualization of the poset after demonstrating the generality
principle:

Product order
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Table 1: Data for an example (details of the test battery and its attributes
are explained later)
objects\attributes q1 q2 q3 q4 q5

4

a (sample 1) 2 0 0 4 0
b (sample 17) 3 0 0 6 0
c (sample 7) 2 0 0 8 0
d (sample 5) 3 3 2 0 0
e (sample 95) 3 5 2 6 0

Obviously: a ≤ b, because q1(a) < q1(b) and q4(a) < q4(b), q2(a) = q2(b) =
q5(a). However, a || d. With respect to (q1,q2,q3) a < d; q5(a)=q5(b), the in-
comparability arises from q4: because q4(d) < q4(a). Therefore the relation
qi(a) ≤ qi(d) does not hold for all attributes; the generality principle is not
fulfilled. The graphical presentation by an Hasse diagram is shown in Fig-
ure 1:

a

d

e

b c

Figure 1: Hasse diagram based on the data of Table 1. This graphic serves as example.
Maximal elements are e and c. Minimal elements are d and a. There is neither a greatest
nor a least element.

Key elements and successor sets
Substructures within a Hasse diagram, i.e., relations among objects as well
as the importance of criteria in ranking are investigated with the help of
key elements and successor sets. Any object of the poset (E,IB) can be cho-
sen as a starting point to begin the analysis5. We call this object, a "key
element". For convenience, all chosen key elements form a set K, a subset
of E.

Analysis of the successors of a key element implies a search of all objects
located lower than, or equivalent to, that of the key element and connected
to it by a path, being a sequence of connecting lines. The set of all succes-
sors of key element k is denoted as G(k)6.

                                                  
4
 Note that real data are used, by chance all values of q5 were zero for the objects

under consideration.
5
 Note that for this kind of analysis we refer to E not to E/ℜ. The reason is that we aim

to study the effect of different attributes. When different cases are examined, then
different quotient sets would arise. We want to avoid cumbersome notations.
6 Note the similar concept of "down-sets" and order ideals generated by some elements
in Davey and Priestley (1990).  We also write "G(k) is generated by object k." G(k) ∪
{k} is a principal order ideal.
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Relations between elements of posets
A new tool to analyze relations among elements of posets is that of "local"
contradictions of an object x ∈ E/ℜ: U(x). That is the number of objects y
∈ E/ℜ, y≠x , y || x:

E’(x) = {y ∈ E/ℜ: y ≠ x, y||x} (3a)
U(x) = [card E’(x)] (3b)

Note that U(x) has an upper bound, namely card E-1, therefore the nor-
malized quantity u(x) = U(x)/(card E -1) may be useful too.
Here a remark may be necessary. In the "Introduction" a quantity U (with-
out parentheses and an object identifier) was mentioned. U is the count of
all incomparabilities within a poset i.e., U = Σ U(x) x ∈ E

Therefore U is two times the count of each pair x || y x,y ∈ E.
If similarly all comparabilities are counted: V(x) = {(x,y) ∈ (E/ℜ) × (E/ℜ),
x≠y , x≤y} then clearly

U(x) + V(x) = card (E/ℜ ) - 1 (4)

Contradictions are crucial for each aggregation procedure which maps sev-
eral test results into an index. This fact will be discussed in greater detail in
the Results section.

By the estimation (with the assumption of uncorrelated attributes), shown
in Sørensen et al. (1998b) <V(x)> = (card E/ℜ -1) * 0.5m

(Brackets like <> denote average values for large data sets) we arrive at:

<U(x)> = (Z-1)*(1-0.5m) (5)

with Z = card E/ℜ .

The quantity u(x) : = U(x)/<U(x)> helps to evaluate U(x) and -as will
shown later- to assess the uncertainty in ranking, if an aggregation proce-
dure is applied. A schematical representation may be useful:
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Figure 2: Variabilities after aggregation procedures due to incomparabilities. The dotted line representing the total order
generated by Γ should demonstrate that there are other objects above c and below a and between the three objects a,b and c.

Data matrix Q
x1 q1(x1),q2(x1),..,qm(x1)
x2 q1(x2),q2(x2),..,qm(x2)

xn q1(xn),q2(xn),..,qm(xn)

"good"

"bad"

Aggregation f
(monotonuously in qi):
Γ = f(q1,q2,..,qm)

a

b c

a

b

c

b > a
c > a
b || c

U(b), U(c)

"ear I" "ear II"

mapping of orders: (E,≤ ) order
preserving

b, c may change
their relative order
depending on f;
b, c may themselves
vary due to
incomparabilities
within the ears

c always above a, b always
above a, independently of f;
a itself may vary due to incom-
parabilities within ear III.

Partial
order

"ear III"
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2 Results

Structural information (task 1)
Some successor sets of maximal elements are of specific interest: If maxi-
mal elements are selected, which have as test results the lowest possible
numerical value, then all successors must also have this value, according to
the order relation. We formalize this observation: Let Zk be the set of at-
tributes of object k exhibiting the lowest possible numerical value:

Zk : = { qi ∈ IB: qi(k) = min {qi(k') k' ∈ E }}⊆ IB (6)

If -for example- zero is the lowest possible value as it is the case in the ex-
ample of the battery of tests, then Zk consists of those attributes qi(k) of
object k which have the value 0. In the application part we will use the
concept of templates, i.e. a tuple is written as a combination of the signs
"*" and "0". The sign "*" indicates values greater or equal the lowest pos-
sible value, whereas "0" indicates that the lowest value is actually present.
Then:

For all x ∈ G(k) ⇒ Zk ⊆ Zx (7)

that means that the lowest values (gathered in Zk) can be found for all ob-
jects of G(k), starting from object k and proceeding downwards in the
Hasse diagram and

for all x ∈ (G(k) ∩ G(k')) ⇒ Zk ∪ Zk' ⊆ Zx (generality principle) (8)

that means that all zeros of k and k' resp. can be found for any object
x ∈ (G(k) ∩ G(k')) .

The evaluation of Eqs. (6)-(8) is very simple, if qi are discrete variables. In
some cases a Boolean arithmetic can be established (Brüggemann et al.,
1999b).

Note that the numerical values of "0's" at different positions in the template
may differ. Equations (6)-(8) can be somewhat simpler formulated as:

For all x ∈ G(k) the number of "0's" of their templates can only increase
proceeding downwards within G(k) and for all x ∈ (G(k) ∩ G(k')) all "0"
of k and k' resp. are present in the template of x

With the help of the concepts of templates a partitioning of the set E can be
performed. Begin with the maximal elements, k. Select that key element
which has the largest number of "0's" in its template and gather all succes-
sors. Then the key element together with its successors form the first sub-
set. Continue this procedure till the set E is exhausted. Some care is
needed, when there are several key elements with the same number of
"0's". If the template is the same, then unify the subsets; if this is not the
case then an arbitrary assignment is only necessary for representatives,
which are common to both successor sets. This fact should be documented.
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Aggregation procedure (task 2)
(2a) The role of a contradictory pair:
Let be q1,q2,...qm the m results of the battery containing m tests. Often an
overall aggregation is performed by calculating a weighted sum (Eq. 1). If
there is a contradiction between two tested objects, for example two sedi-
ment sites a and b, then Γ(a) > Γ(b) or Γ(b) ≥ Γ(a) depending on the
weights, whereas for comparable pairs of sites from a ≥ b always Γ(a) ≥
Γ(b) follows. The advantage of HDT is based on the fact that there is no
need to find an aggregation procedure to perform a ranking.

(2b) Expectation values for rankings in dependence of local incomparabil-
ities:
Objects with large local incomparability values are very sensitive with re-
spect to the selection of weights in forming an ordering index like equation
(1a) or with respect to the particular form of the function f (1b).

Let Γ be ordered like Γ(a) < Γ(b) <....< Γ(x), then we say object a has (with
respect to Γ) the rank 1, object b the rank 2 etc. The rank of an object x is
denoted as Rk(x).

Consider different weights, gi, for example motivated by different envi-
ronmental protection goals, then the ranks (of a, b, c given by Γ ) changes
in dependence of gi. An object x may get its maximum rank Rkmax for a
specific selection of gi-values and its minimum rank Rkmin for another one.

Firstly we define:

var(x) : = Rkmax(x) - Rkmin(x) (9)

Each ranking index via Eq's. 1 defines a total order. The relation between
the poset and the total order is described as an order preserving map: Each
comparability x ≤ y, x,y ∈ E/ℜ of (E/ℜ,IB) will be reproduced in the total
order generated by the weighted sum Eq. 1a or functions of type Eq. 1b.
Therefore it suffices to look for the set of all total orders, which can be ob-
tained from the poset by order preserving maps. We call this set LE (after
linear extensions, see Trotter, 1991). For example, the linear extensions of
the Hasse diagram shown in Figure 1 are shown in Table 2: Within LE it
can be shown that

var(x) = U(x) (10)

holds. The set of total orders obtainable by Eq. 1a is a subset of LE, there-
fore var(x) must be equal or less than U(x), i.e. the inequality (11) holds.

var(x) ≤ U(x) (11)

The inequality (11) and the Eq. 10 demonstrates the loss of qualitative in-
sights into the set of objects, if -for example- a battery of tests is used, but
an ordering index like that calculated by Eq. 1 is applied. With the help of
the quantity u(x) a decision can be made whether an object is unusually (in
comparison with <U(x)>) variable if aggregation procedures are applied.

Linear extensions
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This will be the case, when u(x) >1. A study about rankings in dependence
of different aggregation functions was recently published by Sørensen et.
al., 1999

If functions of the general form (1b) are allowed, then equality holds, Eq.
10. However for linear functions (1a) there can be found counterexamples,
thus only ≤ holds.

A systematic way to generate linear orders "by hand" is shown in the pub-
lication of Atkinson, 1989. From the computational point of view, Trotter,
1991 published an algorithm.

Table 2: Linear extensions of the Hasse diagram shown in Figure 1
No1 No2 No3 No4 No5 No6 No7 No8 No9 No10 No11

e e e e e e e e c c c
d b b b d c c c e e e
b d c c c d b b d b b
c c d a b b d a b d a
a a a d a a a d a a d

It can be easily seen that each linear extension reproduces the order rela-
tions, shown in Figure 1. The manifoldness of linear extensions arises from
the incomparabilities. For example object d must be below object e, due to
the order preserving map, but the ranks of incomparable pairs can be mutu-
ally reversed. The equality (Eq. 10) can be demonstrated too:
U(b)=2, U(c) = U(d)=3. For example: Rkmax(c) = 4, Rkmin(c)=1, thus
var(c)=3. Indeed var(b)=2 and var(c)=var(d)=3 as it must be.

The set of linear extensions can be seen as probability space (Winkler,
1982, Graham, 1982). Thus, given a function of the type of Eq. 1b) the
probability can be calculated that -for example- d > b: There are four linear
extensions out of the total of 11, therefore the probability is 4/117. I.e. the
probability that by any function (1b) the sample 5 is ranked higher than
sample 17 is 0.36; the probability that sample 5 is ranked higher than sam-
ple 7, i.e. that d > c is 3/11. Both pairs of samples are incomparable, but it
is more unlikely to find an aggregation function (Eq. 1b) which ranks d
higher than c.

A series of important conclusions can be drawn from the fact that LE is a
probability space, but this is not on the focus of this paper.

Dimension analysis (task 3)
As we have seen, from posets (E/ℜ,IB) total orders can be derived, which
are not in contradiction with the order relations of (E/ℜ,IB) (so called lin-
ear extensions of the poset (E/ℜ,IB)). The construction of ordering indices,
like Γ (Eq. 1) leads to one specific total order, which is the theoretical rea-
son for the preference of such aggregation procedures.

                                                  
7

The calculation of the total number of linear extensions e(E/ℜ,IB) is difficult. If
the set E can be partitioned into E1, E2 ... then Stanley, 1986 gives a formula: Zi =
card Ei./ℜ  e(E/ℜ,IB) = B(Z1,Z2,..)*e(E1/ℜ,IB)*e(E2/ℜ,IB)*... with B(Z1,..) =
(Z1+Z2+..)!/(Z1!*Z2!*...)

Linear extensions
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Somewhat simplified (details, see Trotter (1991)) the dimension of a poset,
dim (E/ℜ,IB) is the minimum number of total orders, which together rep-
resent the original poset. The wording "together represent" means, that
1. a subset LE' of LE is to be found
2. assign to each total order of LE' the set of ordered pairs
3. derive the intersection of all sets of ordered pairs of LE',
4. if this set is a representation of the original Hasse diagram then the task

is finished to find a set of total orders representing the Hasse diagram. If
a minimal set LE' is found, then this set is called a realizer.

An example might be helpful.

Consider the linear extensions no. 1 and no. 2:

The set of ordered pairs of no. 1 and no. 2, each of them will contain 5*4/2
elements:
No. 1.: ac, ab, ad, ae, cb, cd, ce, bd, be, de
No. 2.: ac, ab, ad, ae, cb, cd, ce, db, be, de

There is only an inversion of the ranking between d and b, thus the Hasse
diagram is almost a linear (total) order (Figure 3):

a

c

b

e

d

Figure 3: Hasse diagram, resulting from the intersection of the ordered pairs of no. 1
and no. 2.

Obviously, the Hasse diagram differs from that of Figure 1, thus LE' = {1.
and 2. linear extensions} is not a realizer.

If , however no. 1 and no. 11 (found after checking the whole list of linear
extensions) are analyzed, then:
No. 1: ac, ab, ad, ae, cb, cd, ce, bd, be, de
No. 11: ac, ab, da, ae, bc, dc, ec, db, be, de

The common pairs are: {ac,ab,ae,be,de}. If these pairs are graphically dis-
played, then a graph like that of Figure 1 is obtained. Therefore no. 1 and
no. 11 form a realizer and we know that the dimension of the poset of Fig-
ure 1 is 2.
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In general the recipe, given above is cumbersome and only computation-
ally tractable. In the monography of Trotter, 1991 there are many theorems
reported, concerning the relation between the dimension and the set ob-
jects. Here, some examples of theorems found by Hiraguchi are shown,
which have some practical importance:
Let (E, IB) be a poset with card E = n, then: dim (E, IB) ≤ n/2, if n ≥ 4 ;
dim (E, IB) ≤ 2, if n ≤ 5 ; dim (E, IB) ≤ 3, if n ≤ 7.

The three statements above may be useful to find an upper limit. A little
bit more tricky theorem, again found by Hiraguchi is: Let (E, IB) be a
poset and let C ⊆ E be a chain with E-C nonempty. Then: dim (E, IB) ≤ 2
+dim(E-C, IB).

Thus, just from one of the theorems of Hiraguchi we know -without the
troublesome procedure of looking explicitly for linear extensions- that the
dimension of the poset, shown in Figure 1 is 2. There is an important con-
sequence: Often one would like to reduce the number of objects, for exam-
ple by cluster analysis, then there is a "built-in" redundancy if card IB is
large enough.

Here another more restricted definition is given, which is more handsome
and which helps to find latent variables: If a Hasse diagram (eventually
fictitiously supplied by a greatest and least element) can be drawn in a
plane without any crossing of the lines, then dim (E/ℜ,IB) ≤ 2 and the
Hasse diagram can be embedded into a two-dimensional grid (Trotter,
1991). For example, the Hasse diagram of Figure 1 can be supplied by a
greatest and a least element and can be drawn without crossing of lines.
Therefore the order dimension of the poset, visualized in Figure 1, is 2.8 

If, for example the information base IB contains five elements, as it is the
case in the battery of tests example, but the dimension is 2, then there must
be a considerable redundancy with respect to the comparative evaluation.

If the dimension of a poset is found (d = dim(E/ℜ,IB)), then corresponding
many new latent ordering variables ε1, ε2,...εd can be used to form the same
Hasse diagrams as found by the original attributes. From a practical point
of view this is only of interest, if dim(E/ℜ,IB) < card IB. Because then the
same ranking must be possible by a lower number of latent ordering vari-
ables. However there is still an open point: The numerical relation between
the original attributes and the latent ordering variables may be very diffi-
cult, and if found, then hardly to interpret (as it is often the case in principal
component analysis too).

Example
A battery of tests developed by Dutka et al. (1986) to test the sediments of
near-shore sites of Lake Ontario (Canadian part) is used to exemplify the
definitions and some results of HDT. Experimental details and an extensive
explanation, how to use HDT can be found elsewhere (Brüggemann and
Halfon, 1997). In Lake Ontario 55 sediment samples corresponding to 50
different sites (some samples: same site, but different depths) were tested,

                                                  
8
 Note that the reverse conclusion is not true. Crossing of lines does not necessarily

imply that the dimension is greater 2.

Battery of tests and results
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many sites were selected in front of Port Harbour (no. 9 and no's 91-95), of
Toronto (no's 26-32), of Hamilton (no. 43) and near the mouth of the Niag-
ara River (no's 47-55). Thus, the object set E contains 55 samples. Dutka et
al. classified their results and used discrete scores instead of the measured
(raw) data. For our analysis we took their classification. Therefore instead
of measured data, discrete values describe the degradation of near shore
sediments. To clarify the use of scores, we use, instead of the symbol qi for
the i-th attribute, the symbol si for the score of the ith test of the battery.
The following tests are combined to form a battery:
Fecal Coliforms „FC“. FC is an indicator designed to control the health
state of the sediments
Coprostanol „CP“ and Cholesterol „CH“: Both are indicators of loadings
by fecals.

Microtox tests „MT“ and Genotoxicity tests „GT“: They describe some
kind of acute toxicity and the potential for cancerogenicity, resp.

Dutka et al. created many equivalence classes by scoring their data. It is
convenient to refer only to these classes by specifying a representative for
each class, i.e. in fact besides the sensitivity study we apply the concept of
quotient set. With the specific equivalence relation ℜ5 meaning equality in
all five scores sFC, sCP, sCH, sMT and sGT, the following sediment samples are
equivalent: (Table 3)

Table 3: Equivalence classes and their battery of tests pattern. No. of sites in bold letters are later used as
representatives for the whole equivalence class. Note that now numbers instead of literal strings are used
as identifier of objects.
Equivalence class FC CP CH MT GT remark
{2,8} 1 0 0 2 0 -
{4,6,10,13,19,21,22,29,30,48,94} 3 0 0 0 0 -
{11,16,40,41,42,43,44,45} 1 0 0 0 0 the best class
{15,92} 3 0 0 4 0
{17,35} 3 0 0 6 0
{20,24,26,28,34,37,39,49,50,51,91,93} 2 0 0 0 0
{23,60} 1 0 0 0 4
{27,33,46,47} 5 0 0 0 0 one of the priority classes

The quotient set is denoted as E/ℜ5

As mentioned above equivalence classes can be perform by a cluster analy-
sis. A very successful cluster analysis of sediment samples, for example, is
published by Ahlf et al. (1998). A combination of their results with HDT
might be very promising.

The information base of the battery of tests is : IB : = {sFC, sCP, sCH, sMT,
sGT}. The partial ordering of the samples arises from the product order as
explained in former sections. The attributes are now discrete variables si, i=
FC,CP,CH,MT,GT. The visualisation of the poset (E/ℜ5,IB) as is usually
generated by the program WHASSE is shown in Figure 4, whereas the
same poset, visualized with help of dimension theory is shown in Figure 5.

Scoring of sedimenttest
results

Partial ordering
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27

25
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31 95 32

17 7

92

12

3
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1

14

9

2

18

23

11

Level

2

3
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5
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7

Diversity or responses of the test battery

Figure 4: The comparative evaluation of samples of the Lake Ontario, as generated by the EDP-program WHASSE. Note,
that the quotient set is partially ordered, i.e. that only the representatives (i.e. objects belonging to an equivalence class and
representing all others of that class) are shown. Hatched circles correspond to the subset, shown in Figure 1.
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11

91

4

525

27 31

95 32

9
187

14
17

1

92

12

3

23

2

ε2ε1

Diversity of patterns of the test battery

Relatively low
quality of
sediments

Relatively high
quality of
sediments

(3,5,2,6,0) (3,0,0,8,0) (1,0,0,8,0) (1,0,0,6,2)

(1,0,0,2,4)

(4,5,4,0,0)(5,0,0,0,0)

(3,0,0,4,0)

Figure 5: Hasse diagram of equivalence classes (see text) based on the scores of a battery of tests. The maximal elements
are hatched {27,31,95,32,9,18}. There is only one minimal element (representative 11); it is therefore the least element of
the poset (E/ℜ, IB).

Compared to other graphical representations of Hasse diagrams (as for ex-
ample in Figure 4), new graphical elements are used here:

• Rectangles to represent equivalence classes (some may only consist of
only one object)

• Empty circles represent bifurcations points within the regular grid. For
example, object 2 is comparable with 9. Instead of drawing a line di-
rectly, we follow the edges of the grid, introduce an empty circle and
proceed upwards to object 9.

• Bold lines denote comparability. They are introduced in order to facili-
tate the comparison with the usually drawn Hasse diagram of Figure 4.
The order relations among the objects are maintained if one proceeds on
pathes where either ∆εi ≥ 0 or (exclusively) ∆εi ≤ 0.
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Allowed path Not allowed path

Figure 6: Allowed and not allowed pathes within the grid.

• Broken lines denote the regular grid by which the Hasse diagram is em-
bedded.

• Some objects and connecting lines could be embedded into the grid on
alternative ways. However, the order theoretical information, namely
the comparabilities are maintained.

• Some patterns of the scores of the test battery are additionally shown.
From them the values of the scores of other objects can be estimated or
exactly calculated. For example, for class 17, FC must have the value 3,
because the lower object 92 and the higher object 95 have sFC = 3. The
value of CP must be 0 because sCP(32) = 0, which is the lowest value.
Similarly sCH(17) = 0 and sGT(17) = 0, whereas for sMT(17) only the in-
terval 4 ≤ sMT(17) ≤ 6 can be predicted from the knowledge of the
neighbours in the Hasse diagram.

The grid can be thought of as being a coordinate system, with one axis of a
latent order variable ε1 and another by ε2. This is another expression of the
fact that the dimension of the poset (E/ℜ5, IB) equals 2. By these two latent
ordering variables, each class ∈ E/ℜ5 can be characterized by a pair. Note
that this characterization represents correctly the order relations (important
for ranking) but is clearly not unique with respect to a numerical represen-
tation. Table 4 gives some examples.

Table 4: Order theoretical classification of representatives found in
Figure 3.
Representative ε1 ε2 remark

11 0 0 least element
91 4 0
3 4 2

17 5 4
9 2 6 maximal element

Obviously the latent variable ε1 describes the first three tests, whereas the
latent variable ε2 expresses the test results of MT or GT.

Summarizing: The dimension analysis shows that with respect to ranking
there is a considerable redundancy, furthermore it helps to find new vari-
ables which simplify the interpretation of the ranking by partial orders:
Some objects are ranked high, because at least one of the first three tests is
high, some other objects are ranked high, because MT or GT have large
values.
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Structural information (task 1)
1) Subsets of specific patterns:
 Application of Eq. 4 lead to the subsequent classification: Selecting a
maximal element with zeros in their scores. For example the key element
32 may be considered as represented by the template (*,0,0,*,0). Now all
successors of 32 must have at least the same pattern of zeros as object 32.
The other tests may have decreased values, including zero. Let us now con-
sider the intersection of G(32) and G(31). Their templates are: (*,0,0,*,0)
and (*,*,*,0,0). Then the template for all objects of G(32)∩G(31) must
have the form: (*,0,0,0,0). For all common successors of the objects 32 and
31 sFC may have values greater 0, whereas we know that si

(i=CP,CH,MT,GT) must be 0. The representatives of G(32) ∩ G(31) are 4,
91 and 11. For these samples we therefore know their templates and thus
their qualitative loading pattern without using (lengthy and boring) tables.
 
 By applying Eq. 4 and the procedure explained above a partitioning of the
set of samples is suggested (Table 5).

Table 5: Partitioning of the set of samples
Name of the

subset
Representatives

of the subset
Common
template

Generating key
elements

Number of
"0's" a

F 4,11,25,27,91 (*,0,0,0,0) 27 4
FM 1,2,3,7,12,14,17,32,92 (*,0,0,*,0) 32 3
FMG 9,18,23 (*,0,0,*,*) 9,18 2
FCC 5,31 (*,*,*,0,0) 31 2
"95" 95 (*,*,*,*,0) 95 1
a) The number of "0's" defines the order, by which the subsets are formed. In case of equality and con-

flicting assignments an arbitrary choice is to be made and as such documented.
 

 According to table 5 the set E/ℜ  can be partitioned into:
 E = F ⊕ FMG ⊕ FM ⊕ FCC ⊕ {95}9

                                                  
 9 As representatives. The symbol ⊕ means a union of disjunctive sets.

 
 Therefore from the battery of tests the following hierarchy (Figure 7) can
be derived:
 

  E

F {95} FM FMG

27 31 95 32 9 18

set of other objects

All sediment samples

Subsets corresponding
to test battery patterns

Priority objects

FCC

Figure 7: Hierarchy of sediment samples of Lake Ontario

Partitioning
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Aggregation and further structural information (task 2)
Sample 9 cannot be compared with many other equivalence classes. U(9)=
17, whereas U(32) = 8. Indeed for sample 9 the pattern: High score for MT
and a medium value for GT is a singular property, which leads to only few
objects comparable with sample 9. Analogously from the numbers U(18) =
16 and U(23) = 17 resp. one finds that the group 18 and 23 is comparable
only with 2 and 11 resp. Especially the local incomparabilities indicate a
high potential for arbitrariness in rankings based on aggregation proce-
dures, like Γ of Eq. 1. Again the pattern of results of the battery for sample
18 is rather singular, since there are high GT-values. To be more specific:
If there is a consens, that GT is not as important as the other tests, then its
score will get a low weight in Eq. 1a. In consequence the sites 18, 23
would be ranked very low, according to Eq.1a. If however, GT would have
a high weight, then the sites 18, 23 may located on the top of any total or-
der.

In summary: Aggregation procedures would mask such singularities in
objects or subsets of objects.

To estimate the peculiarity of objects of high degree of local incomparabil-
ities we calculate <U(x)> by Eq. 5. m=5 , n=20 <U(x)> = 19*0.55 ≈ 18

However, the assumption of uncorrelated attributes, is important. As
shown in Brüggemann et al. (1999c) two attributes, namely CP and CH are
highly correlated. Furthermore the dimension analysis (see below) shows
that only two latent variables are necessary to generate an isomorphic
Hasse diagram. Therefore a more realistic value for <U(x)> would be:
<U(x)> = 19*0.52 ≈ 14

U(9) = 17, therefore there is in comparison to the average some specific
uncertainty to rank object (class) 9.

Dimension analysis (task 3)
The dimension of (E/ℜ5,IB) (Figure 3 and Figure 4 resp.) is 2, but the bat-
tery contains 5 tests, therefore there seems to be a high degree of redun-
dancy within the ranking using the scores of the battery of tests. An order
theoretical characterization of the samples can be performed by only two
(latent) variables. Beyond this there is a qualitative assignment: FC,CP,CH
corresponds to ε1 and MT,GT to ε2. As mentioned above, a numerical rela-
tionship is hardly available.

The analysis of the dimension, should be seen within the following back-
ground:

• It is a result of a specific set of samples
• It depends on the data representation (here given by the classification,

performed by Dutka et al.) and
• there may be causal explanations for high rank correlations.
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3 Discussion

The battery of tests approach helps to evaluate objects using different crite-
ria simultaneously: The decision of which sites are "good" or "bad" is more
difficult the larger the number of samples and especially the larger the
number of tests, since there is more information that can be used to differ-
entiate among the tested objects. This, in turn, leads to difficulties for
ranking, because the complexity of a well designed battery is being lost, if
in order to compare the tested objects, an ordering index is constructed
(e.g. Eq. 1).

Here an alternative method of data-driven evaluation is shown. The nota-
tion "data-driven" has its origin from the fact that an evaluation procedure
is done by the help of the data themselves. Once the information base of
evaluation, IB, is selected, then there is no subjectivity, derived, for exam-
ple, from the selection of protection goals.

The presentation by a Hasse diagram must not be performed in isolation.
The use of cluster analysis and principal component analysis may be help-
ful to obtain a statistical relevant data representation and to avoid insignifi-
cant numerical differences of the attributes. A very promising approach is
started by Sørensen et al., 1998a and b to overcome this problem, another
strategy is to introduce the concept of robustness, which is discussed in
Brüggemann and Bartel (1999)). Furthermore a data analysis by multivari-
ate statistics may support the interpretation of the partial ordering. The
data, used here from the publication of Dutka et al., serve as demonstra-
tion. An example of data analysis by multivariate statistics is not in the
scope of this publication.
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Abstract

For industrial/practical application of comparative evaluation of objects
by the method of partial order and the technique of Hasse diagrams
(HDT) respectively, several characterizing parameter are developed. In
cooperation with the Volkswagen AG examples for the evaluation of
different plastic foils for packaging are worked out. Therefore several
attributes are selected which are used as criteria for the evaluation of
materials by the Departments of Environmental Planing and Operational
Safety. Evaluations were done by experts by means of aggregation of
attribute values into one quantity one the one hand and by the objective
method of HDT on the other hand. It is seen that HDT leads to a more
distinct evaluation of foils with respect to low hazard potential. Instead of
7 foils resulting from evaluation by aggregation of attributes, HDT
identifies only 2 foils which have actually lower values in all attributes
compared to all other foils. Furthermore a parameter that facilitates the
selection of substitutes of materials is introduced and applicated on the
comparative evaluation of foils. With two other quantities, namely
selectivity and diversity, a measure is given of how far the ranking result
is similar to a total order and antagonism of attribute values leads to
incomparabilities between foils/objects respectively.
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1 Introduction

In factories of car production a wide range of materials are used. Ranging
from a simple washing powder for dirty hands of workers to high-tech
materials for engine production sometimes a selection among different
materials serving the same purpose is necessary.

Table 1: Data matrix for the evaluation of plastic foils (VCI foils) by the department of Operational
Safety. Binary values express the existence or non-existence, i.e. 0 or 1, of an attribute and a chemical
respectively. The resulting hazard classification by experts is shown in the last column.

No. Name Attributes
NI NA DI AA A+ PE HC

Natrium-
nitrite

Natrium-
nitrate

Dicyclo-
hexylamin-
compound

Other
Amin

Combi-
nation
Amin +

Chemical
X

Necessity of
personal

protecting
equipment

(yes/no)

Resulting
hazard

classification

1 A1 1 0 0 1 1 0 3
2 A2 1 0 0 1 1 0 3
3 B1 0 0 1 0 0 0 2
4 B2 0 0 0 0 0 0 1
5 B3 1 0 1 0 1 0 2
6 B4 0 0 0 1 0 0 1
7 O 0 0 0 0 0 1 1
8 C 0 0 1 0 0 0 2
9 E1 1 0 0 0 0 0 1
10 E2 1 0 0 0 0 0 1
11 E3 1 0 0 0 0 0 1
12 C1 0 0 - - - - 3
13 C2 0 0 - - - - 3
14 C3 0 0 - - - - 3
15 F1 - - - - - 1 3
16 F2 - - - - - 1 3
17 F3 - - - - - 1 3
18 F4 - - - - - 1 3
19 F5 - - - - - 1 3
20 M1 1 0 1 0 0 0 3
21 M2 0 0 1 0 0 0 2
22 M3 0 0 0 0 0 0 1
23 N 0 0 1 0 0 0 2

Dependent on the economic, technical aim and/or protection aims like
environment and human/employees health different compilations of
criteria are used for a selection and a comparative evaluation of materials
respectively. This means that in any case the comparative evaluation of
materials will be performed by means of several criteria. At the
Volkwagen AG comparative evaluations of materials are often done by
aggregating several criteria/attributes, where an attribute is the
quantitative expression of an criteria. For example the comparative
evaluation of several plastic foils for packaging (abrev. VCI-foils) by the
Department of Operational Safety at Volkswagen uses the attributes in
Table 1. Aggregating of all attribute values for each foil leads to the
hazard classification in the last column, where foils/objects with gaps in
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their attributes get the highest value with regard to the whole hazard
classification (conservative replacement). Thus each foil is characterized
by only one quantity, namely the hazard classification, and a ranking of
all VCI foils by means of a total order is practicable.

Figure 1: Hasse diagram for the ranking of VCI foils only by hazard classification
(HC). Circles with a second line indicate the presence of an equivalence class, i.e.
foils/objects with equivalent data values. Namely: {A1, A2, C1, C2, C3, F1, F2, F4,
F5, M1}, {B1, B3, C, F3, M2, N}, {B2, B4, O, E1, E2, E3, M3}.

The graphical visualization of the ranking by HC shows Figure 1.
Obviously A1 and all its equivalents are most hazardous compared to the
other equivalence classes. However as was already shown in several
publications (e.g. Brüggemann et al. 1999, Brüggemann & Bartel, 1999)
this kind of ranking, i.e. aggregating of attributes to one quantity, may
cover information and aggregates attributes respectively, which
originally may lead to antagonism and therefore to incomparabilities
between foils/objects. For example, the Hasse diagram in Figure 2 which
is the result of ranking by means of all attributes, where all data gaps are
filled by maximum values (i.e. 1), shows, that originally A1 is not
comparable with B1. Moreover it is no more a maximum element, i.e. an
element that has no upper neighbour but at least one lower neighbour.
Instead of A1 and its equivalents, now F1, F2, F3, F4 and F5 are
maximum elements and therefore most hazardous compared to all other
foils (with respect to all criteria). It is striking too that the minimal
elements, i.e. elements which have no neighbour below but at least one
upper neighbour, are diminished as well ({B2, M3} instead of {B2, B4,
O, E1, E2, E3, M3}). However, instead of discussing the differences
between both rankings in Figure 1 and 2, here we will focus our attention
on the practical use of Hasse diagram technique (HDT) in car production,
especially the task of finding substitution materials which fulfil certain
criteria and the interpretation of such Hasse diagrams with the objective
to get holistic information about the ranking result. Therefore we will
introduce information parameter concerning the task of substitution
option of materials and so-called form indices which may facilitate the
interpretation of Hasse diagrams and the ranking result respectively.

Total order

A1

B1

B2

Hazard

„bad“

„good“

Total vs. partial order
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Figure 2: Hasse diagram for the ranking of VCI foils by means of all attributes in
Table 1, except hazard classification (HC). Equivalence classes: {A1, A2}, {B1, C,
M2, N}, {B2, M3}, {E1, E2, E3}, {C1, C2, C3}, {F1, F2, F3, F4, F5}.

2 Information parameter for industrial
application of HDT

2.1 Substitution option for materials

Almost all materials used in production process are subject of a
substitution check. Using environmental (chemical and toxicological
information) and/or operational safety criteria this work is done by
experts without any computational evaluation algorithm/system so far.
The result of a comparative evaluation by means of criteria which are
relevant for operational safety is already shown above (Table 1, Figure 1
and Figure 2). For example based on the ranking result by HC substitutes
for A1 are all foils that are below (i.e. B1, B3, C, F3, M2, N, B2, B4, O,
E1, E2, E3, M3) because they all have a lower hazard classification than
A1. However using the result of the comparative evaluation by means of
all attributes, all foils which are below and connected with A1 are
potential substitutes, i.e. E1, E2, E3, B4, B2 and M3. Obviously these are
by far less foils than based on the hazard classification because only this
foils are potential substitutes which have lower values in all attributes.
Formalizing the task, how many objects are "better" than an arbitrary
object x we will introduce the degree of freedom of x:

FG x card O x( ): ( )=  , Eq. 1

A1

B1

B2

B3

B4 O

E1

C1

F1

M1

Degree of freedom of x
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where O(x) is the order ideal of object/foil x (or its equivalents; see
Introduction), which includes all objects that can be reached downwards
from x without turn in direction and without counting the equivalents of
x. The symbol card is the cardinality of a set. For example FG(C1) = 8,
where O(C1) = {O, B4, B1, C, M2, N, B2, M3} and FG(M1) = 9 with
O(M1) = {E1, E2, E3, B1, C, M2, N, B2, M3}.

It may be also of interest to know how many objects/foils exist which
have a certain distance d to an object x. Therefore we define a certain
degree of freedom:

SFG card y O x d x y dd0 0: { ( ) ( , ) }= ∈ > with , Eq. 2

where d(x, y) is the minimum number of edges on a path from x to y such
as to pass through the edges without any turn in direction. For example:

SFG Od2 3 2 32 2 3
0

( ) ( ) { , }B  and B B M= == .

Furthermore sometimes substitutes have to fulfil a definite criterion. For
example foil F1 has to be substitute by a foil whose treatment needs no
personal protecting equipment and that has a distance greater than d0. We
will define this definite criterion as a "selection criterion" (Sek) because
it only selects foils/objects fulfilling a certain criterion. In other words,
Sek is a criterion by which a subset of the original object/foil set P is
composed:

Sek P x P x Sek( ): { : }= ∈  fulfils criterion . Eq. 3

Then x(a,Sek) is a substitute for a at a distance > d0 and under the
selection criterion Sek. For example, selecting d0 = 1 and Sek = no
personal protecting equipment (NPE) it follows
SFG1(F1) = 12 and

O(F1) = {B4, M1, O, E1, E2, E3, B1, C, M2, N, B2, M3} with d(F1,x) > 1.

Application of Sek leads to substitutes

x(F1,NPE) = (B4, M1, E1, E2, E3, B1, C, M2, N, B2, M3),

where compared to O(F1) in P and with d(F1,x) > 1 only foil O does not
fulfil Sek, i.e. NPE (see also Table 1).

2.2 Form indices

In order to ensure the flow of information within the company and to
hold information about comparative evaluations of materials at the
disposal of decision maker it is of advantage to store the ranking results
in a data bank. As ranking result it may be obvious to store the complete
Hasse diagram. However in case of comparing the results of for example
several evaluations using different compilations of attributes, i.e. at least
more than one Hasse diagram, it may be useful to use indices which

Certain degree of freedom

Selection criterion
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facilitate the interpretation of different ranking results and the
comparisons among each other.

Here we will introduce two so-called form indices, which characterize

I. the selectivity of ranking and
II. the diversity of ranking,

that is selectivity and diversity respectively, between objects ranked as
"good" and those ranked as "bad".

For example the Hasse diagram from ranking of VCI foils by means of
only one attribute represents a total order (see Figure 1). Because here all
elements are arranged one upon an other and connected by a line, i.e.
they form a "chain", and therefore indicate a unique orientation onto
"good" and "bad", a maximum of selectivity is reached. The opposite, i.e.
a minimum of selectivity represents a so-called antichain. That means, all
elements are incomparable among each other and therefore arranged side
by side without any connecting lines (see also Figure 3).

antichain (minimum selectivity) chain (maximum selectivity)

Figure 3: Maximum and minimum selectivity of ranking. Here the chain denotes a total order
whereas the antichain represents a maximum number of incomparabilities in a partial ordered set.

Now, to give a formalism defining this "good-bad selectivity" seems to
be very easy: denoting the number of elements in the chain as number of
layer, NL, and the number of elements of an object set P as N (where N >
1), the selectivity standardized on a 0..1 scale is

t
NL

N
= −

−
1

1
. Eq. 4

However, if we apply Eq. 4 on the Hasse diagram in Figure 2 difficulties
arise because more than one chain can be obtained. Following the lines
upwards from the lowest element, B2, to the element at the top of the
Hasse diagram, i.e. F2, we find 7 chains and total orders respectively (see
Figure 4). The largest unique orientation onto "good" and "bad", that is
the largest chain from the bottom to the top of the diagram, are chains no.
IV and V. Finally, the number of level NL is defined as the number of
elements in the largest chain, without counting the equivalents, i.e. in our
case NL = 5. That means,

Selectivity
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F1

A1

B4

B2

F1

C1

B4

B2

F1

A1

E1

B2

B3

M1

E1

B2

F1

B3

M1

B1

B2

F1

F1

C1

B1

B2

F1

C1

O

B2

Chain No: I    II         III  IV       V          VI VII

Figure 4 : Chains and total orders respectively, of the Hasse diagram in Figure 2.

NL is related to the quotient set P/ℜ and not to the object set P, where ℜ
is the equivalence relation between two objects in the partial ordered set,
for example A1 ~ A2 in Figure 2. Furthermore, for selectivity we also
have to differentiate between object set and quotient set. For consider all
elements of the Hasse diagram in Figure 2, i.e. related to the object set P,
we calculate a selectivity of

t P( ) .= −
−

=5 1

23 1
0 18,

whereas related to the quotient set

t P( / ) .44ℜ = −
−

=5 1

10 1
0 .

In order to have a better differentiation between the relations to object set
and quotient set, we will introduce Z as the number of equivalence
classes. Therefore in case of t(P/ℜ) N has to be replaced by Z in Eq. 4:

t P
NL

Z
Z( / ) ,ℜ = −

−
>

1

1
1 with  . Eq. 5

It is seen, that the calculated selectivity of 0.44 may reflect a visual
interpretation of the Hasse diagram. Only for demonstration we will
show another Hasse diagram which is the result of ranking of the same
foils, but by means of ecotoxicological attributes (see Table 2) selected
by the Dep. of Environmental Planing (Figure 5). Obviously the ranking
result is very close to a total order which is also well reflected by a
selectivity of 0.83 (NL = 6, Z = 7).
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Figure 5: Hasse diagram from ranking of VCI foils by means of ecotoxicological
attributes. Equivalence classes: {A1, F5, N}, {A2, C1, C2, C3, F4}, {B1, M1, M2,
M3}, {B2, B3, B4, E1, E2, E3}, {O, C, F2}.

Analogously to selectivity it may be also useful to introduce a measure of
diversity of ranking. A ranking that results in many incomparabilities
between elements, indicates that the object set used is characterized by a
high diversity in the peculiarities of attributes.

Therefore that antichain, which contains the most elements represents the
maximum of diversity. Levels are antichains. Although even the target
level may not be the largest antichain, because of the conservatism in
drawing Hasse diagrams levels will be the basis of the calculation. The
"good-bad" diversity is expressed by the ratio of the number of elements
in the largest level and the number of elements in the Hasse diagram,
where it has to be differentiate too between the relation to object set P
and the quotient set P/ℜ. Again standardized on a 0..1 scale the diversity
related to the object set P is

d P
NEL P

N
( )

( )= −
−

1

1
Eq. 6

and related to the quotient set P/ℜ

d P
NEL P

Z
( / )

( / )ℜ = ℜ −
−

1

1
, Eq. 7

where NEL is the number of elements in the largest level.

Applying Eq. 7 on both Hasse diagrams in Figure 2 and 5, results in
diversities of

d P( / ) .ℜ = −
−

=3 1

10 1
0 22

and

d P( / ) .ℜ = −
−

=2 1

7 1
0 17

respectively.

A1

A2

B1

B2

O

F1

F3

Diversity
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3 Conclusions

Applying the technique of Hasse diagrams on the comparative evaluation
of materials leads to several advantages in comparison to the usual
aggregation method. Following the latter one, the aggregation of
attributes, i.e. the existence or non-existence of chemical ingredients of
VCI foils, into the quantity hazard classification, 7 foils are obtained as
"good" and less hazardous respectively, compared to all other foils. Here,
the comparative evaluation with HDT by means of all attributes yields at
least 2 foils (B2 and M3), where all their attributes have values better
than all other foils. Therefore evaluation with HDT is more objective
than aggregation into one quantity as often done by experts.

Introducing the degree of freedom FG and a certain degree of freedom
SFG respectively, facilitates the selection of substitutes for materials.

Table 2: Data matrix for the evaluation of plastic foils (VCI foils) by the Department of Environmental
Planing. Data gaps are replaced conservatively, i.e. with maximum values.

No. Name Attributes
AL AE SV TV Dep WGK Gef

Classified by
national

waste law

Duty of
disclosure

for disposal

Materail
utilization

(yes = 0, no = 1)

Possibility of
waste

incineration with
thermal

dissipation
(yes = 0, no=1)

Ability of
deposit

Water
hazard

class

Hazardous
material

1 A1 0 0 0 0 0 1 0
2 A2 - - - - - - -
3 B1 0 0 0 0 0 - 0
4 B2 0 0 0 0 0 0 0
5 B3 0 0 0 0 0 0 0
6 B4 0 0 0 0 0 0 0
7 O 1 1 1 1 1 1 0
8 C 1 1 1 1 1 1 0
9 E1 0 0 0 0 0 0 0
10 E2 0 0 0 0 0 0 0
11 E3 0 0 0 0 0 0 0
12 C1 - - - - - - -
13 C2 - - - - - - -
14 C3 - - - - - - -
15 F1 1 1 0 1 1 1 0
16 F2 1 1 - 1 1 1 0
17 F3 1 1 - 1 1 2 1
18 F4 1 1 - 1 1 3 1
19 F5 0 0 0 0 0 1 0
20 M1 0 0 0 0 0 - 0
21 M2 0 0 0 0 0 - 0
22 M3 0 0 0 0 0 - 0
23 N 0 0 0 0 0 1 0

Moreover foils can be identified which fulfil a certain criterion and
which are less hazardous than a foil subject of investigation/substitution.
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The quantities selectivity and diversity can be used as parameter
characterizing both the ranking result with respect to the shape of the
Hasse diagram, for example approaching a total order and therefore a
high potential of substitutes, and the effect of attributes selected on
ranking. Moreover a high diversity also implies many of antagonism
among the foils/objects with respect to their attribute values, therefore
showing there is a high degree of freedom to select a safe substitute with
additional constraints.

Further characterizing parameters with respect to industrial/practical
application of comparative evaluation by HDT were under investigation.
A summarized presentation of HDT and its practical use including a
formulary is still in preparation.
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Abstract

Partial order ranking appears as an attractive alternative to conventional
QSAR methods, the latter typically relying on the application of statisti-
cal methods. In the present study it is demonstrated that QSAR models
based on a partial order ranking approach satisfactorily can be used to
predict octanol-water distribution coefficients for a range of organic
compounds, using well established LSER descriptors for the validation of
the approach. The precision and the uncertainties of the method is dis-
cussed in terms of the number of descriptors involved and the number of
possible comparison between the investigated compounds. The require-
ments to - and the limitations of - the method are discussed.



106

Introduction

Today more than 100.000 chemical substances are in use and constitute a
potential risk to the environment [EEA, 1998]. It is obvious that it is not
practically possible experimentally to generate all necessary input for the
risk assessment of these compounds. Thus it appears necessary that in-
formation concerning these substances fate and effect in the environment
must be obtained through modelling, e.g., by comparison with structur-
ally related, well investigated compounds.

QSAR - Quantitative Structure Activity Relationships - in general terms
denotes models which, based on the variation in structural and/or elec-
tronic features in series of selected, molecules, describe variation in a
given end-point of these molecules. These end-points may be, e.g., bio-
logical effects or physical-chemical parameters, which experimentally
can be verified. Based on the developed QSAR model end-points of new,
structurally related compounds, hitherto not being experimentally stud-
ied, may be predicted.

Since the variation in, e.g., biological effects or physical-chemical pa-
rameters typically can not be described by one single descriptor, QSAR
modelling relies heavily on statistical methods. Further, since QSAR
modelling may often involve seeking unknown relations between several
descriptors and a given end-point, traditional statistical approaches such
as simple multilinear regression (MLR) may not be the ideal choice al-
though widely used. Thus, development of QSAR models are often suc-
cessfully based on multivariate projection methods, such as principal
component analysis (PCA) followed by MLR using the principal compo-
nents as descriptors or, more common, partial least square (PLS) projec-
tion, as the modelling in many cases can be described by linearization of
complex unknown relations. Further the data material often may include
uncertainties and/or strong co-linearities. [Thomsen, et al., 2000, and ref-
erences therein]

Partial Order Ranking [Brüggemann et al., 1995], which from a mathe-
matical point of view constitute extremely simple, appears as an attrac-
tive and operationally simple alternative to the above rather demanding
statistical method.

The partial order ranking method allows ranking of series of well inves-
tigated compounds, e.g., based on octanol-water distribution coefficients
using selected descriptors characterizing the structural and/or electronic
nature of the compounds. The mutual ranking of the compounds can then
be compared to the ranking based on the experimentally derived values
for octanol-water distribution coefficients. If the ranking model resem-
bles the experimental ranking of the parameters under investigation, the
model is validated and other compounds not being experimentally inves-
tigated, can be assigned a rank in the model and hereby obtain an identity
based on the known compounds.

100.000 chemical
substances

QSAR

Partial Order Ranking
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The present study focus on the possible applicability of partial order
ranking as a tool for QSAR modelling. Thus, we have selected a series of
non-hydrogen bond donor molecules, which have previously been stud-
ied using statistically based QSAR’s in order to verify the applicability of
the partial order ranking method to a well-known system. Thus, octanol-
water distribution coefficients [Kamlet et al. 1988] was retrieved for a
group of approx. 40 compounds exhibiting rather different structural and
electronic characteristics. The experimental data was closely mimiced
through a Linear Solvation Energy Relationship (LSER) approach [Carl-
sen, 1999; Kamlet et al., 1998], the corresponding statistical approach
being MLR. The present study applies the same molecular descriptors as
the LSER studies, i.e., the volume (Vi/100), the polarity (• *) and the hy-
drogen bond basicity (ß) [Kamlet et al., 1998].

2 Method

Partial order ranking is a mathematically simple technique allowing a se-
ries of elements, in the present case compounds, to be mutually ranked
using more than one ranking parameter (descriptor) simultaneously
(Brüggemann, GSF 20/95). Thus, two compounds are comparable if all
descriptors of one compound have equal or higher values than the corre-
sponding descriptor of the other compound. From this follows that for
two comparable compounds A and B, A will be ranked higher than B if
one or more descriptors of A are higher than the corresponding descrip-
tors of B. If all descriptors of A equal the corresponding descriptors of B
the two compounds are ranked equal.

The ranking of the compounds is graphically displayed in the so-called
Hasse diagrams [GetSynapsed].

To elucidate the goodness of the ranking model we have introduced a
“goodness of fit” measurement disclosing the percentage of rankings in
the model which can be refound in the experimental data. Thus, the De-
gree of Agreement, DA, is given by

DA = Na/(Na + RNd) (1)

where Na is the number of agreements, i.e., the same rank is identified in
the model and in the experimental data and RNd is the number of dis-
agreements, i.e., a contradiction exists between the rank of the two com-
pounds in the model and the experimental data, respectively [Sørensen et
al., subm-b].

In the present study we have ranked the molecules under investigation
applying molecular volume (Vi/100), polarity (π*) and hydrogen bond
basicity (ß) as descriptors [Kamlet et al., 1998]. Subsequently the model
rankings were compared to the ranking of the single molecules based on

Octanol-water distri-
bution coefficients

Linear Solvation Energy
Relationship

Degree of Agreement
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experimentally derived values for octanol-water distribution coefficients,
the “goodnes of fit” being estimated according to eqn. 1.

For the compounds placed within the ranking net as displayed by the
Hasse diagrams, i.e., the compounds not being located in the top (maxi-
mals) and bottom (minimals) layers, respectively, a further verification of
the model applicability can be obtained by using the model to predict
octanol-water distribution coefficients, respectively. The predicted values
for a given compound X (ValueX) were obtained by simple arithmic
means between the lowest value of the comparable compounds ranked
above X (minAbove) and the highest value of the comparable compounds
ranked below X (maxBelow).

ValueX = (minAbove + maxBelow)/2 (2)

The predicted values are compared to the corresponding experimentally
derived values.
The QSAR modelling was carried out using the program POR/QSAR
[Sørensen & Carlsen, 1999] whereas the Hasse diagrams were con-
structed using the program Hasse [GetSynapsed].

3 Data

The experimental data for octanol-water distribution coefficients as well
as the LSER descriptors molecular volume (Vi/100), polarity (π*) and
hydrogen bond basicity (ß) for a series of non-hydrogen bond donor
molecules were retrieved from the work of Kamlet et al. [Kamlet et al.,
1998]. In Table 1 the applied data are given.

Predicted values
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Table 1. Experimental data for octanol-water distribution coefficients for se-
lected molecules together with QSAR descriptors [Kamlet et al., 1998].

Number Compound Log Kow Vi/100 π* ß

1 n-C5H12 3.39 0.553 -0.08 0
2 n-C6H14 3.9 0.648 -0.04 0
3 n-C7H16 4.66 0.745 -0.02 0
4 n-C8H18 5.18 0.842 0.01 0
5 c-C5H10 3 0.5 -0.01 0
6 c-C6H12 3.44 0.598 0 0
7 CH3CH2CH=CH2 2.4 0.428 0.08 0.07
8 CH2Cl2 1.15 0.336 0.82 0.1
9 CHCl3 1.94 0.427 0.58 0.1

10 CCl4 2.63 0.514 0.28 0.1
11 CFCl3 2.53 0.455 0.22 0.1
12 t-CHCl=CHCl 2.09 0.406 0.44 0.05
13 CCl2=CCl2 2.88 0.578 0.28 0.05
14 CHCl=CCl2 2.35 0.492 0.53 0.05
15 CH3CCl3 2.49 0.519 0.49 0.1
16 CH2ClCH2Cl 1.48 0.442 0.81 0.1
17 CHCl2CHCl2 2.39 0.617 0.95 0.1
18 CCl3CHCl2 3.05 0.7 0.62 0.1
19 C3H7Cl 2.04 0.45 0.39 0.1
20 C4H9Cl 2.64 0.548 0.39 0.1
21 (CH3)3N 0.22 0.433 0.16 0.65
22 (C2H5)3N 1.36 0.704 0.14 0.71
23 (n-C3H7)3N 2.79 0.985 0.14 0.69
24 (C2H5)2O 0.89 0.505 0.27 0.47
25 (n-C3H7)2O 2.03 0.699 0.27 0.46
26 (i-C3H7)2O 2.03 0.699 0.27 0.47
27 CH3COOCH3 0.18 0.424 0.6 0.42
28 CH3COOC2H5 0.73 0.521 0.55 0.45
29 CH3COOC3H7-n 1.24 0.622 0.53 0.45
30 CH3COOC4H9-n 1.82 0.716 0.51 0.45
31 CH3CH2COOC2H5 1.21 0.622 0.53 0.45
32 HCOOC3H7-n 0.83 0.521 0.6 0.38
33 CH3CN -0.34 0.271 0.75 0.31
34 CH3CH2CN 0.1 0.369 0.7 0.31
35 CH3-CO-CH3 -0.24 0.38 0.71 0.48
36 C2H5-CO-CH3 0.29 0.477 0.67 0.48
37 n-C3H7-CO-CH3 0.91 0.574 0.65 0.48
38 n-C4H9-CO-CH3 1.38 0.67 0.63 0.48
39 n-C5H11-CO-CH3 1.98 0.767 0.61 0.48
40 cyclohexanone 0.81 0.619 0.76 0.53
41 n-C3H7CH=O 0.88 0.48 0.63 0.41
42 n-C5H11CH=O 1.78 0.674 0.63 0.41
43 CH3-SO-CH3 -1.35 0.466 1 0.76
44 CH3-CO-N(CH3)2 -0.77 0.543 0.88 0.76
45 H-CO-N(CH3)2 -1.01 0.444 0.88 0.69
46 CH3-CO-N(C2H5)2 0.34 0.737 0.84 0.78
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4 Results

In Fig. 1 the model ranking of the 46 compounds with respect to octanol-
water distribution coefficients is displayed in the Hasse diagram format.
The decision rules for the 3 descriptors are summarized in Table 2.

Table 2. Decision rules used in the ranking of octanol-water
distribution coefficients.

Descriptor High
Value

Low
Value

Volume (Vi/100) high rank low rank
Polarizability (π*) low rank high rank
Hydrogen bond basicity (ß) low rank high rank

Comparison of the above model ranking of the compounds to the ranking
based on the experimental octanol-water distribution coefficients (cf. Ta-
ble 1) disclosed that out of a total of 408 comparisons in the Hasse dia-
gram, 407 and 1 was found to in agreement and in disagreement, respec-
tively, compared to the experimental ranking, which gives a “goodness of
fit”, DA, equal to 0.998.

In Fig. 2 the comparison between the experimentally derived octanol-
water distribution coefficients and the corresponding values predicted by
the model for the compounds located within the net (cf. Method) is de-
picted.

In certain cases it can be noted that significant differences between ex-
perimental and predicted octanol-water distribution coefficients prevail.
In Fig. 3 the deviation of the predicted values for the octanol-water dis-
tribution coefficients from the corresponding experimentally derived val-
ues are displayed.

“Goodness of fit”
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Figure 1. Hasse diagram displaying the model ranking of octanol-water dis-
tribution coefficients

Figure 2. Experimental vs. predicted octanol-water distribution coefficients for the compounds
located within the net.
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Figure 3. The deviation of the predicted octanol-water distribution coefficients from the values ex-
perimentally derived as function of the distance between the values of minAbove and maxBelow.

5 Discussion

It is immediately noted (Fig. 2) that in the partial order ranking based
models octanol-water distribution coefficients reasonably weel reproduce
the experimentally derived values. However, it is equally clear that the
actual distance between the minAbove and maxBelow elements is crucial.
Thus, from Fig. 3 it can be deduced that as long as this distance is lower
than approx. 1.5 log-units octanol-water distribution coefficients can be
predicted within ±0.4 log-unit, which for risk assessment often will be
satisfactory.

In this connection it should be emphasized that predictions by the models
are made as simple arithmetric means between the values of minAbove
and maxBelow (cf. eqn. 2). Thus, the larger the distance between these
two values the larger the potential uncertainty in the prediction (cf. Fig.
3).

To increase the precision of the model the minAbove - maxBelow dis-
tances have to be reduced, which obviously could be achieved by using
increased basis sets of compounds. However, it is emphasized that a fur-
ther crucial factor in this connection is the actual number of comparisons
between the single compounds in the ranking model.

Obviously two requirements to the model with regard to precision pre-
vail. First of all the model must be able to rank the single compounds in
the basis set correctly compared to the experimental data, which in the
present study was achieved perfectly as disclosed by DA value (cf. eqn.
1) of 0.998. Secondly, the model should be based on a basis set of com-

Precision

Requirements
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pounds large enough to secure a satisfactorily fine-meshed net taking the
number of descriptors into account.

In this context we have to deal with two demands apparently operating in
opposite direction in order to develop a fine-meshed net. Thus, in order
to model, e.g., physico-chemical parameters octanol-water distribution
coefficients, it is often necessary to include several descriptors. In the
present study we included three. On the other hand, an increase in the
number of descriptors significantly influence the actual number of com-
parisons between the single compounds [Sørensen et al., subm.-a]. This
can to a certain extent be remedied by increasing the number of com-
pounds included in the ranking model basis set [Sørensen et al., subm-a]

A significant limitation of the model approach is that it is not possible to
make predictions for compounds which turn out to maximals or mini-
mals, i.e., they are ranked either in the top or the bottom of the ranking
net as visualized by the Hasse diagrams. In these cases it is apparently
only possible to state the octanol-water distribution coefficients to be
above or below, respectively, of a certain value. Thus, in line with the
above discussion it can be concluded that when developing QSAR mod-
els based on partial order ranking it should be assured that the basis set of
compounds stretch a net that covers a range sufficiently large to accomo-
date unknown compounds to be studied within the net.

5.1 Selection of descriptors

As is general the case, the choice of descriptors are crucial in order to set
up a reasonable model. This may in the case of partial order ranking be
even more crucial, since this method a priori allows a ranking of a set of
compounds based on various descriptors independently of the actual na-
ture of the latter. Thus, the descriptors obviously should be chosen to re-
flect, chemical and physical, the features to be modelled. Furthermore,
the decision rules set up for the single descriptors should be explicable in
chemical/physico-chemical terms.

In the present study the descriptors applied to rank the selection of com-
pounds according to their octanol-water distribution coefficients were
molecular (van der Waal) volume, Vi/100, polarizability of the mole-
cules, • *, and the hydrogen bond basicity of the molecules, ß, respec-
tively [Kamlet et al., 1998]. These derscriptors all reflect important fea-
tures in relation to the solubilization and the partitioning process. The
volume is a descriptor for the size of the cavity in the solvent necessary
to host the molecule, and the polarizability and hydrogen bond basicity
terms are descriptors for the reorganization of the solvent around the sol-
ute molecule [Carlsen, 1999 and references therein].
Looking at the decision rules for the model ranking of the octanol-water
distribution coefficients (Table 2), it appears that log Kow will increae
with an increasing molecular volume, but decrease with increasing po-
larizability and hydrogen bond basicity. This in perfect agreement with
an increased affinity for organic solvents simultaneous to a decreased af-
finity for water as reflected through the generally accepted linear free en-

Limitation

Choice of descriptors

Decision rules
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ergy relationship between octanol-water distribution coefficients and
water-solubility [Schwarzenbach et al., 1993].

6 Conclusions and Outlook

It has been demonstrated that partial order ranking provides an attractive
alternative to conventional QSAR modelling tools. The method appears,
from a mathematical point of view, easy to handle as it does not require
any application of statistical methods. It is further worthwhile to remem-
ber that in contrast to other QSAR modelling approaches, development
of QSAR models based on the partial order ranking technique combines
model development and validation in one step.

The predicting ability of the model has been elucidated and it appears
that within certain limits the precision of predicted octanol-water distri-
bution coefficients are well acceptable for risk assessment purposes.
However, the paper further suggests possibilities for a further improve-
ment of the precision of the models.

It is possible using partial order ranking techniques to accommodate oth-
erwise non-comparable descriptors and it is thus suggested that partial
order ranking has a general potential in the area of risk assessment of en-
vironmentally hazardous chemicals. However, further analyses of the
method appears appropriate to fully elucidate the potential of partial or-
der ranking for QSAR modelling.

Attractive alternative

Predicting ability
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Assessment of Water Management
Strategies by Hasse Diagram Technique

U. Simon, R. Brüggemann

Institute of Freshwater Ecology and Inland Fisheries,
12489 Berlin - Germany.

Abstract

In the present paper first results of a multidisciplinary research project
are introduced, which aims to develop a method to assess the
sustainability of water management strategies. To practise the method of
assessment, 40 different management strategies in the small catchment
area of river Wuhle in Berlin Germany had been evaluated. in the small
catchment area of river Wuhle in Berlin Germany. Each of the assessed
strategies consists of one management element of the management
groups: 1. wastewater treatment (five different technical advice),
2. rainwater treatment (four different ways to handle urban stormwater
events) and 3. rivers morphology (two different shapes of the river bed).
Every possible combination of the management elements - one element
of every group - had been evaluated by a set of 15 indicators. Thus a data
matrix of 5*4*2=40 different strategies and 15 indicators arises. The
comparative evaluation has been done by Hasse diagram technique
(HDT). As compared with all strategies under investigation, 8 strategies
were identified as favourable. Strategies generated by the random combi-
nation of management elements which does not make sense from a logi-
cal point of view had been identified by the method of assessment. To
show the results of the developed method three new concepts are intro-
duced: (1) some kind of algebraic combination of partially ordered sets,
(2) the term of antagonistic indicators and (3) first attempts of application
of tournament theory. The results should be helpful to enable especially
decision makers, stakeholders, politicians etc. to come to competent and
comprehensible decisions which further development can be declared as
sustainable under the previous circumstances.

Key words: Hasse Diagram Technique, Sustainable Development, Tour-
nament Theory
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1 Introduction

Especially in urban areas the economical needs of water management
causes serious problems such as the availability of fresh water and the
nutrification and toxification of aquatic ecosystems. For the economic
activities in cities sustainability is getting more and more demanded
(Umweltbundesamt 1997). Up to now there is no uniform definition,
what sustainability exactly means and how to assess, if different possi-
bilities of development will be sustainable or not. For that reason a mul-
tidisciplinary research project was founded. The project is financially
supported by the DBU (German Foundation of Environment) for a period
of three years. In June of 1999 the results of the first years work could be
presented, which has to be seen as an example and a test, whether the
chosen method of assessment works in principle.

The team working together in the project consists of members of the In-
stitute of Freshwater Ecology and Inland Fisheries, members of the
Technical University of Berlin and engineers of a commercial Office for
Environmental Planning. For the sake of brevity in this manuscript the
project group is called PSW (project sustainable water management).
The aim of the project is to develop a method to assess the sustainability
of different water management strategies. This method should be general
enough to be transformable to other urban zones. So the method has to be
understood as a guide, how to check for sustainable development. The
main part of the comparative evaluation is done by HDT.

2 Area under Investigation

To get some experience with the method of assessment the catchment
area of the small lowland river Wuhle in the north-east of Berlin was
chosen (Fig.1). In the area there is mostly urban housing with a view al-
lotment gardens and public parks close to the river. The sewage and
wastewater of about 540.000 inhabitants is disposed to the wastewater
treatment plant (wwtp) ”Falkenberg”. The release of the plant is
96.000m³/d in average (1997) (Müller et al. 1998). The purified water
flows into the river ”Wuhle” which itself is a tributary of the river Spree.
The amount of purified water from the plant is about ten times higher
(1,1m³/s)1 than the water flow of the so called ”Alte Wuhle” (0,1 m³/s)1

upstream the point, where the canal flows into the river. Down the river
there are a couple of outlets of drain channels coming from the streets.
The sewage content in the river causes serious ecological problems, as
the river Wuhle is polluted with nutrients and toxicants (Körner, 1995).

                                                  
1 Average of the year 1997

Multidisciplinary re-
search project

Development of a
method to assess the
sustainability of water
management strategies

Catchment area of the
small lowland river Wuhle

Wastewater treatment plant
“Falkenberg”

Sewage content in the river
causes serious ecological
problems
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Figure 1: Area under investigation

It is planned to close up the wwtp Falkenberg. In this case the sewage
and wastewater would be pumped to other purification plants. From an
ecological point of view this would be good on one side, because a de-
crease of the concentration of nutrients and toxicants in the river Wuhle
could be expected. On the other side a new problem will arise. During
long periods without rain, there will a high probability that there will be
no water left in the river. The little water coming from the Alte Wuhle
during the summer would not be enough to keep the river flowing con-
stantly. Therefore there is a conflict in the protection aims, which arises
typically if sustainability has to be considered.

To solve these problems 40 different management strategies had been
checked for their sustainability. These management strategies and the
method of assessment will be presented in the following.

3 Management Strategies

3.1 Description

Each management strategy (MS) which has been assessed is consisting of
three management elements (ME), each selected from one of three dif-
ferent management groups (MG), concerning:

1. The sewage and wastewater purification: five elements (= T-Group,
for technical advice)

2. The rainwater treatment: four elements (= R-Group)

Conflict in the protection
aims

Management groups
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3. River morphology (from an ecological point of view): two elements
(= M-Group).

Each of the three groups contains some so called ”management ele-
ments” (ME). These are different (technical) advice or possibilities,
which had been determined by experts of the field in question and which
are discussed in more detail as follows:

Management Elements for Sewage and Wastewater Purification
(Technical elements)
T1 The present state of the art: The wwtp Falkenberg. The waste-

water is getting purified mechanical and biological. Phosphorus
is getting precipitated simultaneously. Nitrification occurs not all
of the time. The sludge is used to produce sewage gas. Because
of the old technical equipment of the plant, there is still a high
amount of inorganic nitrogen released to the outflow of the wwtp.

T2 Close up of the wwtp Falkenberg. The disposed wastewater
would be pumped to the wwtp’s Schönerlinde and Waßmanns-
dorf. Both plants provide new technical equipment.

T3 Rebuilding of the wwtp Falkenberg. New mechanical, biological
and chemical purification technique. The sludge is used to pro-
duce sewage gas for heating.

T4 Separation of urine and faeces in 50% of all households. Faeces
and biological waste can be used to get gas. Afterwards the well
rotted compost can be used as fertilizer. Urine can be purified by
macrophytes. The purified water is disposed to the drain system.
The residual wastewater is getting pumped to the wwtp’s
Schönerlinde and Waßmannsdorf.

T5 Separation only of urine in 50% of all households. The urine is
collected in tanks. The consisting nutrients can be used as fertil-
izer. The residual sewage is disposed to the wwtp Falkenberg.

Management Elements for Rainwater Treatment (Rainwater treat-
ment elements)
R1 The present state of the art: There are a couple of drain water

outlets along the river. The water is polluted with nutrients,
heavy metals and organic chemicals.

R2 Rainwater is collected in a drainage system, consisting of hollows
and drain pipes.

R3 A cheaper version of the drainage system as described before.
R4 Construction of more overflow basins along the river.

Management Elements for the Rive r Morphology (Morphology ele-
ments)
M1 The present state: The river Wuhle shaped as a technical drain

channel.
M2 Restoration of the river Wuhle as far as possible.

Management elements
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3.2 Algebraic Combination

To create different management strategies, always one element of each of
the three management groups had been mixed together randomly. As a
formula one can write:

MS = (ME ∈ T) + (ME ∈ R) + (ME ∈ M) (1)

So every possible combination of management elements had been cre-
ated. Let be Ti one of the five technical elements, Rj one of the four
rainwater treatment elements and Mk one of the two morphology ele-
ments, then a specific management strategy MSr would be written as:
MSr = (Ti,Rj,Mk).

I.e. the "+" sign in formula (1) means simply a concatenation of elements
of management elements of different groups.

Altogether there had been five elements of sewage purification multi-
plied by four elements of rainwater treatment multiplied by two elements
of river morphology equals 40 management strategies to assess.

There are some advantages coming up by the random combination of all
management elements:

− The combination can be done automatically. This saves time, espe-
cially if there a large data sets.

− The random combination of all management elements can lead to new
strategies.

− Because of the random combination of all management elements there
will be some strategies, which does not make sense from a scientific
or technical point of view. These ”senseless” strategies can be used to
test the functioning of the method of assessment.

− It is not necessary to decide in advance which management strategy
will be assessed or not. This too saves a lot of work, especially if there
a large numbers of strategies.

− If not all of the possible strategies will be assessed, one had to explain
why some of the strategies are out of question. This again would be a
lot of work.

− If some strategies are selected by men, there is always the danger, that
the decision is made because of political or economical reasons.
These subjective selections would casts doubt on the method of as-
sessment.

Summarising: We take the full power of computers to generate manage-
ment strategies, even at the cost that there are some nonsense or trivial
results. Nonsense results however have to be automatically filtered out by
the ranking method. Trivial results are considered as a confirmation that
the method does not generate unexpected results; if however the "+"-sign
in formula (1) is the expression of concatenation under additional con-
straints (correct order of actions, correct selection of sites, etc.) then the
resulting management strategies are no more easy to be grasped.

Creation of different
management strategies

Advantages coming up by
the random combination
of management elements

Nonsense results
Trivial results



122

4 Method of Assessment

4.1 Indicators

In literature an enormous number of indicators is getting discussed
(OECD 1994, Walz 1997) but as far as we know, there does not exist a
generally valid set of indicators to assess sustainability. In the project up
to now we used a set of 15 indicators to assess sustainability concerning:
1. the protection of the rivers ecosystem
2. the ground water supply and
3. social and economic aspects.

Table 1 shows the indicators used to assess the management strategies.
The table shows as well the orientation of these indicators. This orienta-
tion is naturally according to the goal of protection. It has to be said, that
these set has to be developed while progressing the project.

Table 1: Used Indicators and their orientation

Indicators concerning the protection of the ecosystem of the river Wuhle

Short cut Indicator Orientation of evaluation (toward good)
Qf vary between low and high water small variations between high and low water
BOD biological oxygen demand (BOD) low BOD
P entire concentration of phosphorus low phosphorus content in the water
N entire inorganic nitrogen (concentrations) low inorganic nitrogen content in the water
Tox contamination by inorganic and organic

toxicants (concentration)
no contamination of the river by toxicants

Temp water temperature no heat up of the river Wuhle
Flo lowest environmental necessary flow constant flow during the hole year
Mor river morphology natural morphology of the river bed
FL use of flood land immediate flood in case of high water

Indicators concerning the protection of the supply of groundwater

Short cut Indicator Orientation for a good evaluation
Gw danger of groundwater contamination by

nutrients and toxicants
no contamination of ground water by nutrients and
toxicants

Fw consumption of fresh water cut down the use of fresh water

Indicators concerning other goals of protection

E consumption of energy reduction of the consumption of energy
DF damage caused by floods no damage on buildings or farmland
DGw damage caused by ground water no damage on buildings or farmland
P transfer of problems here we took into account  whether the problems are

getting solved within the area under investigation or
not. If some of the problems are getting shifted into
another area, one had to assess this area as well to
make a decision, whether the strategy is bad or
good. So this indicator gives a warning, that there
are further investigations necessary.

Set of 15 indicators to
assess sustainability
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4.2 Evaluation of the management strategies

At first each of the 15 indicators had been assessed for every manage-
ment element separately. A classification of three values to evaluate
management elements had been used 2:

0 = small values, with the orientation in mind, directed toward a good
evaluation.

1 = middle
2 = high values, with the orientation in mind, directed toward a bad

evaluation.

It has to be said that the (scoring just expresses a relative measure). Table
2 gives an example: in the group of sewage and wastewater purification
the element with the lowest inorganic nitrogen emission was given the 0
(good) and the element with the highest emission was given the 2 (bad).
The residual elements had been classified as 1 (middle).

Table 2: Example of the evaluation of the management strategies.
Management element T1 T2 T3 T4 T5
Inorganic nitrogen, cal-
culated concentration
[mg/l]

25,00 - 15,00 6,25 14,4

Value for evaluation 2 0 1 0 1

In the case of rainwater treatment, by now there were no data available.
Therefore the evaluation had to be done by the knowledge of experts.
Because of the rough classification by only three scores, the procedure
does not cause serious problems. For the aim of the project - the devel-
opment of an assessment method of generally use - this is a very impor-
tant point. In most cases one can not expect to get real (measured or
model supported) data. As the HDT is based on an ordinal concept of
data, there is enough flexibility to integrate such qualitative statements.

For the entire procedure 5 T-elements multiplied by 15 indicators plus 4
R-elements multiplied by 15 indicators plus 2 M-elements multiplied by
15 indicators = 165 management elements had to be evaluated by the
knowledge of experts or, if available, by computed models. The combi-
nation of the management elements as described above leads to a so
called start matrix, which contents 40 management strategies (MS) mul-
tiplied by 3 elements multiplied by 15 indicators for each of the three
management groups, leading to 1800 entries. In this start matrix all val-
ues are independent from each other (Table 3).

                                                  
2 For water quality indicators this does not necessarily mean that the status of the
river obeys some normative or legislative constraints.

Classification of three val-
ues to evaluate manage-
ment elements

Scoring expresses a
relative measure

165 management elements
evaluated by knowledge of
experts or by computed
models

Start matrix where all values
are independent from each
other
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Table 3: Structure of the start matrix.
Indicators 1-15/

MS 1-40
I1 I2 ….

MS1 I1 (MET) I1 (MER) I1 (MEM) I2 (MET) I2 (MER) I2 (MEM) …

… … … … … … … …

The single elements within a management strategy may influence each
other – there could be synergetic, redundant or antagonistic effects.
Therefore one has to introduce some mathematical rules to, generate a
resulting indicator tuple of the management strategies, defined by for-
mula (1). Taking into account the qualitative character of the indicators
the rules have to be accordingly simple:

1. Indicators related to concentrations are calculated according to the
mixing of the flows.

2. Other indicators were determined following an optimum principle (for
details see the interim-report of the project group (Wasserforschungs
e.V. 1998).

By that procedure the start matrix has been transformed to an evaluation
matrix (Table 4). Any further processing was done by the Hasse software
WHASSE. For further information about HDT see for example Brügge-
mann (1998) or Brüggemann et al. (1999).

Table 4: Structure of the evaluation matrix. f1-15 represents the rules to combine the indicators I1-15 of
each ME to one indicator I’1-15 of the MS; for other explanation: see table 3.

Indicators 1-15/
MS 1-40

I1 I2 ….

MS1 f1 (I1 (MET),I1 (MER),I1 (MEM)) f2 (I2 (MET) I2 (MER) I2 (MEM)) …
… … … …

4.3 Results by HDT

Figure 2 shows the resulting Hasse diagram. The first number in a circle
stands for management elements of sewage purification (T1-T5), the sec-
ond number represents the management elements of rainwater treatment
(R1-R4) and the last number stands for the rivers morphology (M1-M2).
The letters T, R and M are not shown in the diagram.

Mathematical rules to gen-
erate a resulting indicator
tuple of the management
strategies

Evaluation matrix

Resulting Hasse diagram
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Figure 2: Hasse diagram of the 40 assessed management strategies.

The Hasse diagram and the poset resp. can be formulated as an algebra:
Formally we can use ⊕ as addition and ⊗ as multiplication. For example
the HD

B

A C D

E

       (P1, ≤)               (P2, ≤)

                   (P1 ∪ P2, ≤)

can be written as:

(P1 ∪ P2, ≤) = (P1, ≤) ⊕ (P2, ≤)

By the sign ⊕ the fact can be expressed, that several hierarchies are pres-
ent within a Hasse diagram. Because posets are represented by Hasse
diagrams we write (rather suggestively):

HD1 ⊕ HD2.

Hasse diagram formu-
lated as an algebra



126

Similarly the HD

a A

a C

a B

c A

c C

b Bb A

b C

b B

can be thought of as built up by

A

C

B

c

a

b

(see Davey and Priestley, 1990).

The Hasse-Diagram of Fig.2 expresses that the objects were factorially
combined. In that sense the HD of the 40 management strategies can be
thought of as being generated by substructures as shown in Fig.2. The
corresponding formula is:

HDreal ≈ (HDT1,3,5 ⊗ HDR,M) ⊕ (HDT2, 4 ⊗ HDR,M) (2)

The right hand side of the equation (2) can be visualised by

A deviation is only found for the part HDT2, 4 ⊗ HDR,M which shows the
increasing amount of interactions among the different ME, if the wwtp is
closed.

Such formalism is of great help:

1. to find a structure in the ”jungle” of lines
2. to constitute new theses, for example: The term in the first brackets of

equation (2) expresses the combination of different T-elements with
always the same pattern of R and M-elements. This shows, that the T-,
R- and M-elements does not influence each other. The reason is the
dominance of the release of the wwtp. In case of the term in the sec-

with HDT1,35 , HDT2,43 5
1

2 4
31 42

4111 12

21 22

(anticain) and HDR,M

3 5
1 2 4 31 42

4111 12

21 22

31 42

4111 12

21 22
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ond brackets the T- and R-,M-elements do influence each other, as the
substructures are not identical. Here the reason is the very low release
of purified water from the wwtp, which is nearly as high as the runoff
of the Alte Wuhle. Therefore the mixing rule becomes important.

A further partitioning of the structure would be possible but is not shown
here.

Eight of the 40 management strategies under investigation are minimal
elements. That means, compared to all the other strategies these eight are
to be favoured. Two of the minimal elements are comparable to the pres-
ent state (T1, R1, M1). These are (T3, R2, M1) and (T5, R2, M1). In every of
the 15 indicators, these two management strategies are evaluated better
than the present state. However the technical realisation will be expen-
sive because either a reconstruction or the utopian urine separation is im-
plied.

4.4 Antagonistic Indicators

The Hasse diagram (Fig. 2) shows two main parts, which are not compa-
rable with each other. As said above, the difference is caused by the
management elements of the wastewater treatment. These are the strate-
gies with the wwtp Falkenberg (T1, T3, T5) and without it (T2, T4). To ex-
plain the differences between the two main groups of the diagram the
term of antagonistic indicators is introduced. In the current case it is on
one hand the quality of the water and on the other hand it is the warning
that problems are getting transferred to other areas:
In the left group there will be still the wwtp under operation. And for that
reason the pollution of the river with nutrients and toxicants is always
expected to be higher than without a wwtp releases its water into the
Wuhle. In case of closing the purification plant and pumping the water
somewhere else (group on the right hand side) one has to examine the
affected area in question to decide, whether the strategy is better or worse
than the current situation. For these reasons, from a scientific point of
view, the two big groups of the Hasse-Diagram are not comparable to
each other.

Paying attention to the structure of the diagram one can see, that:

1. The management groups rainwater treatment (R) and river morphol-
ogy (M) are responsible for the ranking within one substructure, in-
dependent of the kind of wastewater purification.

2. Looking at the substructures of the diagram one can see, that each of
it consists of two branches. The separation of the two branches is
caused by the river morphology. On the left branch there are always
the management strategies with the present state of affairs (M1). The
right branch is built by strategies with river restoration (M2)

3. The kind of wastewater treatment causes the origin of different sub-
structures within the Hasse diagram.

4. The different kind of management elements does not influence each
other very much.

Eight minimal elements

Term of antagonistic indi-
cators to explain the in-
comparability in the
Hasse diagram

Structure of the diagram
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The most sensitive indicators (see the Introduction, this issue) are those
which describe:

• The variations between low and high water (Qf),
• the consumption of fresh water (Fw) and
• damage caused by flood (DF).

Eight of the 40 assessed strategies are minimal objects, and therefore fa-
vourable strategies. These strategies consist of the different elements of
wastewater purification T2, T3, T4 and T5, always combined with the
rainwater treatment element R2 and the present shape of the river bed
(M1) or the restoration of the Wuhle (M2). So the question of river resto-
ration or not doubles the number of minimal elements. This is caused by
the pair of the antagonistic indicators river morphology (Mor) / danger of
flood (DF). The reason is easy to understand. From a ecological point of
view a river restoration is demanded. But without any further precau-
tions, that would cause a high possibility of floods and the danger, that
peoples properties will get damaged. Thus, in the frame of sustainable
development, where social-economies is one of the dimensions of discus-
sion, the antagonism becomes evident.

In the main group with the wwtp on full or reduced operation, the re-
building of the plant (T3) and separation of urine in 50% of all house-
holds (T5) are favourable strategies. Both solutions are not comparable
because of the indicators consumption of fresh water (Fw) and consump-
tion of energy (E). In case of rebuilding the plant the consumption of en-
ergy would be cut down because of the new technical equipment. In case
of separation of urine the consumption of freshwater would be cut down
because of the safe of water to flush the toilet.

In the second main group without the wwtp Falkenberg the two remain-
ing favourable strategies (T2 and T4) are incomparable because of the in-
dicators consumption of energy (E) and freshwater (Fw) and release of
phosphorus (P). In case of closing up the plant Falkenberg and pumping
the sewage to other plants there will be a higher consumption of energy
and fresh water than in case of separation of urine and faeces and pump-
ing only the residual sewage to other plants.

Only two management strategies, T3R2M1 and T5R2M1, (T3 = rebuilding
of the wwpt, T5 = separation of urine, R2 = draining of rainwater in hol-
lows and drain pipes, M1 = present shape of the river bed) are compara-
ble with the present state (T1, R1 and M1). All indicators of these man-
agement strategies are evaluated as better.

Summarising: There is – up to now and taking in mind the crude estima-
tion of the indicators – no best strategy but several optimal ones. This
fact makes evident, that advantages in some aspects are at the costs of
disadvantages in other aspects.

Because of the random combination of the management elements there
had been some strategies, which does not make sense from a logical
point of view. This is the T1, R4, M2 strategy for example. In case of
keeping the present plant running plus building more overflow basins for

Sensitive indicators

Eight favourable strategies

Two management strategies
are comparable with the
present state
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rainwater and additionally restore the riverbed it would cause floods
every time it rains. This useless strategy was identified by the method of
assessment and labelled as a nearly maximal element, which means, this
is one of the worse strategies.

5 Implication of Tournament Theory

5.1 Method

Sometimes decision makers might feel uncomfortable about having a
couple of favourable but incomparable management strategies as a result,
which is typical for HDT. To solve this problem, one could apply the
elegant approach of Sørensen et al. (1998). This approach is based on
Monte Carlo simulations and calculating a probability of ranks based on
a given confidence level. Taking into account, however, the data quality
(roughly estimated qualitative data combined with rather sharp data cal-
culated for water quality parameters), we felt that such an approach is
only feasible in later stages of the project. Therefore, we select Tourna-
ment Theory (TT) to obtain a further ranking (see Clark, J., 1994 and
Bartel, 1996). Bondy et al. (1976) describes TT from the algorithmic
point of view as the following: It solves the problem, how the partici-
pants in a tennis tournament can be ranked, when we have a number of
players each playing one another.

The ranking is obtained by computing the scores, which are the numbers
of games won by one player and compare them. If the first level score
(s1) does not give a clear ranking (there might be players with the same
number of wins) one have to look at the second-level score and so on (s2,
s3, ...., sn), until there is a definite ranking. For further information about
TT see Bondy et al. (1976).

In our case the 8 favourable management strategies can be seen as the
players in a tournament. The decision which wins and which looses is
made by the evaluation of the indicators. For example: Comparing two
strategies, the one with the more indicators evaluated as good, wins (Ta-
ble. 5).

Table 5: Competition of strategies by the evaluation of the indicators.
Strategy → better equal worse → Strategy

Strategy ← worse equal better ← Strategy

221 3 8 4 222 (winer)

(winner) 221 7 4 4 321

221 6 3 6 422 (draw)

... ...

Useless strategies are
identified by the method
of assessment

Tournament Theory to
obtain a further ranking

Ranking by computing the
scores and compare them

Decision of win and loose
by the evaluation of the in-
dicators
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The tournament can be depicted as a graph (Fig. 3). The arrows always
leads from the winner to the looser strategy (smaller number of positively
evaluated indicators). Games ending in a draw are depicted with a broken
line.

222

422

321

322

221

421

521

522

Figure 3: Graph of the 8 favourable strategies

An important demand of TT is that there always has to be a winner and a
looser. For that reason in case of the four tournaments ending in a draw,
every possible combination of win and loose has been created. By that
procedure one obtains 16 tournaments (= 42, according to 4 draws) with a
random distribution of winner-looser combinations.

Another important demand of TT is that the graph has to be connected in
a way that it is possible to reach every node of the graph from every other
node. Looking at the 16 tournaments one notice, that in all cases strategy
422 is set as the winner of the drawn games, it does not obey the rule
mentioned above. In these cases, one has to eliminate 422 and set it first
(because it wins all tournament anyway). For the 7 remaining strategies
the score ranking has to be computed by an algorithm, as described in the
following.

Each tournament can be written as a matrix (so called adjacency matrix
of the directed graph A, (Fig.3)), where 1 stands for a win and 0 for a
loose. To compute the ranking of the score-levels until a definite ranking
appears, the following recursive formula holds:

& &

S t AS t( ) ( )= −1 (3)
where 

& &

S t S t( ); ( )− =1 scores after iteration step t and t-1 resp. and A = ad-
jacency-matrix of the tournament.

Therefore calculating a definite ranking without ties can be done by re-
peating the recursive scheme (3). This however is equivalent to calculate
the eigenvalue of the matrix A.

Tournament depicted as
a graph

Tournaments ending in
a draw

Ranking of the score-levels
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5.2 Results

Table 6 shows the rankings of the 16 tournaments when calculated as de-
scribed above.

Table 6: Rankings of the 16 tournaments.
T1: 422 > 421 > 222 > 221 > 321 > 322 > 522 > 521

T2: 422 > 421 > 221 > 222 > 321 > 322 > 521 > 522

T3: 422 > 421 > 222 > 221 > 321 > 522 > 521 > 322

T4: 422 > 421 > 222 > 221 > 321 > 322 > 521 > 522

T5: 421 > 422 > 222 > 221 > 321 > 322 > 522 > 521

T6: 422 > 421 > 221 > 222 > 321 > 522 > 521 > 322

T7: 422 > 421 > 222 > 321 > 221 > 521 > 322 > 522

T8: 421 > 422 > 222 > 321 > 221 > 322 > 521 > 522

T9: 422 > 221 > 421 > 222 > 321 > 521 > 322 > 522

T10: 422 > 221 > 421 > 222 > 321 > 521 > 322 > 522

T11: 422 > 421 > 221 > 222 > 321 > 322 > 521 > 522

T12: 421 > 422 > 321 > 222 > 221 > 521 > 322 > 522

T13: 422 > 421 > 221 > 222 > 321 > 522 > 521 > 322

T14: 422 > 421 > 221 > 222 > 321 > 322 > 521 > 522

T15: 422 > 421 > 221 > 222 > 321 > 322 > 521 > 522

T16: 421 > 422 > 222 > 321 > 221 > 522 > 521 > 322

By setting the 16 tournaments as 100%, one can calculate very easily the
probability of ranking on which place every management strategy is to be
found (Fig. 4).

Probability of Ranking

0% 20% 40% 60% 80% 100%

1
2
3
4
5
6
7
8

p
la

ce

Figure 4: Probability of Ranking

Rankings of the tournaments

Probability of ranking

 Strategies on place:
 1 = 422/421,
 2 = 421/422/221,
 3 = 222/221/421/321,
 4 = 222/221/321,
 5 = 321/221,
 6 = 322/522/521,
 7 = 521/322/522,
 8 = 522/322/521
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To depict the results of the 16 tournaments, one can use HDT once again.
Figure 5 shows the resulting Hasse diagram depicting the results of
Tournament Theory, when the ranking yielded by the 16 tournaments are
set as attributes and the 8 strategies as elements. The two strategies (422
and 421) which are always at first place are shown as minimal elements.
All other strategies are ranked on two lower levels. By using HDT a sec-
ond time, one can clearly see, which are the strategies with the most
positive evaluated indicators (minimal elements) and which are the ones
with a less number of positive evaluated indicators (maximal elements).

So the application of TT leads to a further ranking just by ordering the
strategies corresponding to the evaluation of their indicators. Again, no
subjective evaluation or aggregation has to be done. For that reason TT
might be a powerful tool to come to a further ranking, when HDT is used
as the method of assessment in the first place.

222

422

321

322

221

421

521 522

Figure 5: HD of the favourable strategies, ranked by Tournament Theory.

6 Conclusion

The results of the assessment of the 40 management strategies shows,
that the chosen method of assessment works in principle. The method
offers different favourable management strategies and labels the antago-
nistic indicators, which lead to incomparabilities. The Tournament The-
ory can be additionally used to come to a further ranking of the 8 favour-
able strategies obtained by HD, without the need of numerical aggrega-
tion of data. So both mathematical methods, the HD in combination with
the TT could be powerful and helpful tools to come up to decisions about
sustainable development.

Hasse diagram depicting
the results of Tournament
Theory

Ordering the strategies
corresponding to the
evaluation of their indi-
cators

Method of assessment
works in principle
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Abstract

Constantly expanding chemical and environmental information sources
increase the need for data analysis. This paper presents strategies to
evaluate Internet databases by different mathematical and statistical ap-
proaches. The Hasse diagram technique, a method based on discrete
mathematics and multivariate statistical methods are applied and the re-
sults compared and discussed. As an example a data-matrix of 21 objects
(pesticide Internet resources) and 5 descriptors (evaluation criteria for
environmental and chemical data-sources) is analyzed. The main focus of
this paper lies on the statistical analysis and on the comparison of the re-
sults with those of the Hasse diagram technique. Application of Bertin-
strategies on our data-set of 21 Internet resources results in the following
ordering of descriptors: AN-SE-QI-ID-IP. The same method (Bertin-
strategy) is applied to the sequence of objects (pesticide Internet re-
sources). This procedure leads to a data-matrix of a more homogeneous
structure than the original data-set. Furthermore we apply another
method called POSAC (Partially Ordered Scalogram Analysis with Co-
ordinates) to analyze the given data-set. The results of the Bertin-strategy
and those of the POSAC-method are compared with the given Hasse dia-
gram. A great correspondence is found in special regions of the multi-
variate statistical methods with maximal and minimal objects of the
Hasse diagram.
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1 Introduction

For most institutions, the existence of very large databases with impor-
tant and critical information is not new and pulling out the data that is
needed, when it is needed, has been an age-old challenge. This is espe-
cially valid when talking about environmental and chemical information.
Hence follows that mining large data resources in chemistry and the en-
vironmental sciences will be a main task in the future. The need for ap-
plying data mining concepts is increasing due to a variety of factors:

• explosion in amount of information that is captured electronically.
• dramatic price decreases in data storage hardware
• focus on knowledge management in organizations increased pressure

to share and use electronic data captured as a competitive advantage.

Data mining can be defined as analyzing the data in large databases to
identify trends, similarities. and patterns to support managerial decision
making. Data mining technologies generally use algorithms and ad-
vanced statistical models to analyze data according to rules set forth by
the particular application at hand. Data mining models fall into three ba-
sic categories: classification, clustering, and associations and sequencing
[Zorn et al 1999]. According to this definition not only statistical models
but also methods like the Hasse diagram technique can be regarded under
the term "data mining".

In this paper multivariate statistical methods will be applied to a data-set
of 21 Internet pesticide resources evaluated by five different criteria. The
results of this evaluation will be compared with those found by the appli-
cation of the Hasse diagram technique to the same data-set. The main fo-
cus of this paper lies on the statistical analysis, as the Hasse diagram for
an Internet database matrix was discussed during the 1. Workshop "Order
Theoretical Tools in Environmental Sciences" in Berlin, November 16th,
1998 [Voigt 1998a]. Comparisons of multivariate statistical methods with
methods of discrete mathematics (Hasse diagram technique) were carried
out applying a data-matrix of 59 sites in the German state of Baden-
Württemberg polluted with heavy metals and sulphur [Welzl 1998].

Data mining

Multivariate statistical
methods
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2 Environmetrics and Chemometrics

In chemistry and environmental sciences the terms chemometrics and
environmetrics are used for scientific disciplines that apply mathemati-
cal, statistical, and other methods to provide maximum chemical or envi-
ronmental information by analyzing chemical or environmental data [Ei-
nax 1997]. In the following sections we shall apply mathematical, statis-
tical methods to pesticide Internet resources. Following the ideas of che-
mometrics, environmetrics we might talk about "database-metrics" or
applied to the media "Internet-metrics".

In statistical analysis two major statistical fields may be distinguished:
descriptive and inferential statistics. Often it is indispensable to order,
comprise and describe the data material before conclusions can be drawn
from data-sets. Descriptive statistics - as part of chemometrics, environ-
metrics and biometrics - may be divided into:

1. representation in tables
2. graphical representation (e.g. histograms)
3. numerical characterization of data-sets by basic parameters (e.g.

arithmetic mean, variance, standard deviation, correlation coefficient).

Inferential statistics aim at drawing right conclusions, decisions, and
prognoses from the data-set available [Lorenz, 1996]. Some experts re-
gard this distinction between descriptive and inferential statistics to be
somewhat artificial, as the usefulness of results should be considered
straight upon compiling the data-set [Bärlocher, 1999].

In the multivariate statistical analysis the emphasis lies in scaling or or-
dering variables or objects. In this respect several strategies are known.
Cluster-analysis is intended to classify some objects into collective cate-
gories. The result is a partition of objects (or attributes). On the other side
methods of ordination aim at ranging objects (or attributes) in some or-
der. Ordination is a widely used technique in ecology and environmental
sciences. The most well-known and established techniques are Principal
Component Analysis (PCA) and Correspondence Analysis (CA). Another
method based on the optimization of the sum of distances between ob-
jects (Internet resources) is known under the term Bertin strategy. The
latter method will be applied in this paper.

Chemometrics,
environmetrics

Internet-metrics

Descriptive statistics

Inferential statistics

Bertin strategy
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3 Data-matrix 21 Pesticide Internet Re-
sources, Five Evaluation Criteria

As an example a data-matrix of 21 objects (pesticide Internet resources)
and 5 descriptors (evaluation criteria for environmental and chemical
data-sources) is analyzed. The following evaluation criteria are applied:
search possibilities (SE), quality of Internet resource (QI), number of
chemicals (NU), identification parameters for chemicals (ID), and infor-
mation parameters for chemical substances (IP). This data-matrix was
published in the proceedings’ volume of the 1. Hasse Workshop 1998
[Voigt 1998a].

Table 1. Scores for 21 Pesticide Internet Resources

Acr. Name of the Resource SE QI NU ID IP

AGR AgrEvo MSDSs 0 1 0 2 2
APP ARS Pesticides Properties Database 3 4 2 2 2
BEL Bell Laboratories, Inc. 1 1 0 2 3
CPP C & P Press Inc. MSDSs 3 1 4 2 2
CIA Chemicals (Industrial/Agricultural) 1 0 1 1 1
DEM Demise of the Dirty Dozen Pesticides 0 1 0 0 0
EXP EXTOXNET, PIPs 3 2 1 1 4
FDA FDA Glossary of Pesticide Chemicals 3 2 3 1 0
FMC FMC MSDSs 0 1 0 2 2
IAP Index of Authorised Plant Protection Products 5 4 4 0 1
ISA ISA - Label Management System 4 1 4 1 3
LIP LIPHATECH MSDSs 1 1 0 2 3
MEB Methyl Bromide Phaseout Web Site 0 2 0 0 0
NOV Novartis Crop Protection MSDSs 3 1 1 2 2
PMD Pesticide Monitoring Database 3 2 1 0 1
ROH Rohm and Haas MSDSs 1 1 0 2 3
SCO Scotts Company MSDSs 0 1 1 2 2
SEP SePRO Corporation MSDSs 0 1 0 1 2
SIN Sinon CorpAgrochemical Department: Products 0 1 0 2 0
SUR SureCo AllPro 1 1 0 2 2
WAC Water and Air Contamination Limits 0 2 0 0 1

The scores run from 0 = insufficient to 5 = excellent. Details about the
evaluation criteria and the corresponding scores are given by Voigt
[Voigt, 1998b].

Data-matrix 21 objects,
5 descriptors
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3.1 Evaluation of the Data-Matrix Applying the Hasse
Diagram Technique

The corresponding Hasse diagram for the data-matrix is given in Figure
1. Again this diagram has already been published by Voigt, 1998a.

Figure 1. Hasse diagram for 21 pesticide Internet resources evaluated with 5 criteria

The Figure shows 7 maximal objects (APP, BEL, CPP, EXP, FDA, IAP,
ISA), 2 minimal objects (CIA, DEM) and no isolated objects. Further can
be stated that the diagram comprises 6 levels, the number of comparabil-
ities is 94, whereas the number of incompatibilities is 240. Non-trivial
equivalence classes are AGR/FMC, BEL/LIP/ROH.

This Hasse diagram technique compares and evaluates the Internet re-
sources by ranking them according to their importance (good = maximal
objects, bad = minimal objects). We can regard the Hasse approach as a
data mining tool for environmental information and knowledge manage-
ment.

3.2 Evaluation of the Data-Matrix Applying Multivari-
ate Statistical Methods

In the multivariate statistical analysis the scaling and ordering of objects
or variables is envisaged. As mentioned above the Bertin-strategy is ap-
plied. This method is based on the optimization of the sum of distances
between objects (or variables). This is an optimization problem (N!/2
different orders) which cannot have one exact solution. For solving this

Hasse diagram

Maximal objects

Minimal objects

Bertin-strategy
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problem - also known as Traveling Salesmen Problem - several approxi-
mate algorithms are applied, e.g. the methods of simulated annealing
[Lawler, 1985].

First we order the variables by minimization the sum of distances be-
tween neighboring variables, then the ordering of objects applying the
Bertin-strategy (minimization the sum of distances between neighboring
objects) is performed.

3.2.1 Ordering of variables
The results of the ordering of the evaluation criteria is the following:
NU-SE-QI-ID-IP. That means that the reverse sequence (IP-ID-QI-SE-
NU) is also valid as only the distances between the variables are taken
into consideration. Figure 2 illustrates the correlation between the
evaluation criteria number of chemicals (NU) and search possibilities
(SE). That indicates that NU and SE are similar and hence follows that
they are neighbors in the ordering of the evaluation criteria.
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Figure 2. Correlation between NU and SE

The results given by the analysis of the W-matrix of the Hasse diagram
technique, which describes the influence of the evaluation criteria on the
ranking process, is as follows:

QI-ID-IP-NU-SE.

Ordering of the evalua-
tion criteria

W-matrix

QI-ID-IP-NU-SE
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The omission of the criterion QI leads to the highest number of changes
in the Hasse diagram, whereas the omission of SE to the lowest number
of changes. These results are published by Voigt [Voigt, 1998a].

Whereas the W-matrix focuses on the importance of variables in the
ranking process, the Bertin-strategy applied here looks upon the similari-
ties between two variables.

3.2.2 Analyzing the objects
The Bertin-strategy is applied to the data-matrix given. The minimization
of the sum of distances between neighboring objects leads to a data-
matrix of a more homogeneous structure as the original data-matrix. This
is demonstrated in Figure 3. Several groups or classes of objects can be
detected.

On the left hand side of the diagram we can see group 1 with scores 0,1
for the attributes NU, SE, QI and on the other hand scores 1,2 for the at-
tributes ID and IP. The Internet pesticide resources CIA, SCO, SEP, LIP,
ROH, BEL, SUR, AGR and FMC are found in this group.

The next group 2 is described by low scores not only for the attributes
NU, SE and QI but also for the criteria ID, IP. The objects DEM, MEB,
and WAC belong to this group.
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Figure 3. Parallel Coordinate Plot of Data-Matrix 21x5

Group 3 comprises the objects PMD and FDA, which have scores of 1-3
for the attributes NU, SE, QI and scores 0,1 for the attributes ID and IP.

Group 4 indicates objects, which show scores of 2-4 not only for the at-
tributes NU, SE, and QI but also for ID and IP. These objects are given
on the right hand side of the diagram (APP, EXP, NOV, CPP and ISA).

Minimization of the sum
of distances

Group 1

Group 2

Group 3

Group 4
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On the basis of this ordering procedure two factors are detected. One is
characterized by the evaluation criteria NU, SE, QI and the second one
by ID and IP. The combinations of two categories (high/low) of two fac-
tors leads to the four groups described above.

Comparing this figure with the Hasse diagram in Figure 1 we can state
that the group 4 corresponds in the objects APP, EXP, CPP and ISA with
the maximals of the Hassediagram. The object NOV is found in the sec-
ond highest level of the Hasse diagram. Group 2 corresponds in the ob-
ject DEM with the minimals of the Hasse diagram. MEB is in the second
lowest level of the Hasse diagram, whereas WAC is in the middle level
position.

We now apply another method which can be regarded as a multivariate
statistical tool as well as an approach in direction of the a discrete
mathematical tool. This is called the POSAC-method.

3.3 Evaluation of the Data-Matrix Applying the PO-
SAC-Method

POSAC stands for Partially Ordered Scalogram Analysis with Coordi-
nates. The POSAC module is found in the program package Systat 9. The
POSAC module calculates a partial order scalogram analysis on a set of
multicategory items.
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Figure 4. POSAC Profile Plot of Data-Matrix 21x5

Note: The sorting for the POSAC file is as follows: ID-IP-SE-NU-QI

In this POSAC plot the 2 DIM (Dimensions) 1 and 2 represent two fac-
tors. The plot shows that DIM 1 is characterized by the attributes SE,
NU, QI whereas DIM 2 is characterized by ID and IP. The four groups

Two factors NU,
SE, QI/ID, IP

Comparing figure 3 with
the Hasse diagram
figure 1

POSAC

2 DIM (Dimensions)
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found by the application of the Bertin-strategy to the data-matrix can
easily be detected in Figure 4.

Comparing the POSAC plot with the Hasse diagram (Figure 1) the fol-
lowing results can be drawn:

The POSAC method underlines the maximal objects found in the Hasse
diagram. These are found at the right upper side of the POSAC plot. One
of the minimals, the object DEM is also found in the lower left area of
the POSAC profile plot. The other minimal CIA is situated in the middle
of the profile plot.

4 Conclusions and Outlook

Analyzing environmental and chemical data-sets by different mathemati-
cal and statistical methods are useful and important approaches in envi-
ronmetrics and chemometrics. They can be regarded as information and
knowledge management tools in environmental sciences and chemistry.
Such approaches are urgently needed in today's world of information and
data overflow. Different techniques such as mulitivatiate statistical me-
thods e.g. the applied Bertin-strategy and POSAC method should be
compared with methods part of discrete mathematics, e.g. Hasse diagram
technique. The differences of the methods as well as their complemen-
tary aspects should be the examined in depth in the future especially on
environmental and chemical data-sets. First cooperational approaches are
initiated with our working group Biostatistics at the Institute for Bio-
mathematics and Biometry of the GSF - National Research Center for
Environment and Health and the Institute of Fresh Water Ecology and
Inland Fisheries in Berlin.

Comparing the POSAC
plot with the Hasse dia-
gram

Multivariate statistical
methods should be com-
pared with Hasse dia-
gram technique

Cooperational approaches
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Abstract

The partial order ranking technique will be validated using monitoring
data from Denmark. Pesticide data from surface waters in Denmark have
been collected and the pesticides are ranked based on: The measured
concentrations of pesticides in stream water, the limit of detection and
the detection frequency. The result of this ranking is compared to a
ranking model of the same pesticides, this ranking model being based on
use data: The estimated recommended dose, the total sprayed area for
each pesticide in Denmark and the adsorption coefficient, Koc. In the
Danish monitoring data there is no information about the actual dose
used in the catchment areas of the streams but this dose is estimated from
data on nation wide consumption. Best coincidence is found between the
data on maximum concentration, detection frequency and limit of detec-
tion and the model using data on dosage and sprayed area. In this case
the degree of agreement was 89%.
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1 Origin of data

Data for the ranking of pesticides are collected from different counties in
Denmark. The collected data consist of measured concentrations of pes-
ticides in small streams in Denmark from 1994-1997. Concentrations are
measured for thirty pesticides for a period with five to eleven measure-
ments for each period. Data are collected for fourteen different streams in
Denmark. Common for the fourteen streams is that the catchment areas
of all the streams are used for agricultural purposes. One stream is on the
island of Fyn, one on the island of Lolland and twelve are in Jylland (Ta-
ble 1).

Table 1. Streams where the pesticides are measured.

Streams Abbreviation Geografical site Soil type of the
catchment areas

Year

Lillebækken Lille Funen Clayey soil 1994-1996
Ellerup Ell Jutland, Århus Clayey soil 1997
Horndrup Horn Jutland, Århus Clayey soil 1997
Jaungyde Jaun Jutland, Århus Clayey soil 1997
Støvlbæk-Vemb Støvl Jutland, Ringkøbing Sandy soil 1996
Sunds Møllebæk Sund Jutland, Ringkøbing Sandy soil 1996
Green Bæk Green Jutland, Ringkøbing Sandy soil 1996
Herborg Bæk Herb Jutland, Ringkøbing Loamy soil 1996
Lambæk Lam Jutland, Ringkøbing Loamy soil 1996
Skødbæk Skø Jutland, Ringkøbing Clayey soil 1996
Fald Å Fald Jutland, Ringkøbing Clayey soil 1996
Vejrum Bæk Vej Jutland, Ringkøbing Clayey soil 1996
Ellebæk Elle Jutland, Ringkøbing Clayey soil 1996
Højvads Rende Høj Lolland, Storstrøms Amt Clayey soil 1996

The type of soil of the catchment areas can have an influence on the
transportation of pesticides into streams. In clayey soils the transport of
pesticides to ground water will often be less compared to the transport of
pesticides to ground water in sandy soils because of a higher field capac-
ity of the top soil resulting in an increased evaporation taken as a long
term average and a prolonged retention time of the pesticides in the top
soil. On the other hand in clayey soils transportation of pesticides to
streams happens to a higher degree by drain and by surface run-off com-
pared to areas with sandy soil types. However, in some cases sandy soil
types can have a higher degree of organic matter than clayey soils which
will give a higher adsorption and in a dry clayey soil water and pesticides
can run through cracks in the soil matrix with little adsorption.
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2 Ranking of pesticides

The ranking of data is compared to different ranking models. Ranking of
the data is based on: The measured concentration of the pesticides in the
streams, the limit of detection and the detection frequency.

The other ranking is the ranking model based on use data: The sprayed
area of the pesticide, the estimated recommended dose of pesticides in
Denmark and the adsorption coefficient, Koc, where high Koc values in-
dicate high adsorption to organic carbon and thereby a limited occur-
rence in the surface water. It is also possible to use other parameters, e.g.
the dissipation half life, DT50, which indicates the potential of degrada-
tion for the pesticide where high values indicate a slow degradation time
and thereby a higher risk for transportation to surface water. However,
the Koc parameter is identified by Sørensen et al. (1999) as the most im-
portant physicochemical parameter and other parameters will be consid-
ered only if the three chosen parameters are insufficient to make a good
agreement to the data ranking result. The use data can be seen from Ta-
ble 2.
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Table 2. Use data for the ranked pesticides. The estimated dose and the
area is an average for the period 1994-1997. The data for dose and area
are from the Danish EPA, 1994, 1995, 1996, 1997. The data for Koc are
from Lindhardt et al., 1999 if no other reference is given. *Kreuger &
Törnqvist, 1998, **Montgomery, 1993, ***Linder et al., 1994.

Active ingredient Dose (kg) Area (ha) Koc

2.4-D 1,110 49048 33
Atrazin 0,747 890 170**
Benazolin-ethyl 0,000 0 30*
Bentazone 0,671 480938 91
Carbofuran 0,667 7107 24
Clopyralid 0,138 358246 8
Cyanazin 0,342 138490 94*
Diazinon 0,000 0 1000**
Dichlobenil 0,000 0 153**
Dichlorprop 3,335 51743 121
Dimethoate 0,300 513116 32
Dinoseb 0,000 0 320**
Diuron 0,000 0 551**
DNOC 0,000 0 42***
Esfenvalerate 0,010 1644200 2083
Ethofumesate 0,668 212572 219
Fenpropimorph 0,483 2235741 4382
Glyphosat 1,033 1807769 25424
Hexazinon 0,000 0 99**
Ioxynil 0,245 1406561 828
Isoproturon 1,236 1508665 53
Linuron 1,000 26002 550
MCPA 1,479 678576 55
Mecorprop 45,979 17793 20
Metamitron 3,500 59228 358
Metazachlor 0,000 0 80*
Metsulfuronmethyl 0,005 44600 57
Pendimethalin 1,337 467668 14033
Pirimicarb 0,136 852460 290
Propiconazole 0,387 863552 770
Propyzamid 0,645 153981 944
Simazin 0,000 0 138**
Terbutylazin 1,127 135906 220

The dose in Table 2 is an estimated dose. The dose is estimated as the
sold amount of pesticide in a certain year divided by the sprayed area at
the same year. The sold amount of pesticide is the total sold amount for
each pesticide and the sprayed area is the total sprayed area for each pes-
ticide.
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2.1 Data ranking

The ranking of pesticide occurrence data is done in three different ways:
With the average measured concentrations of pesticides, with the
weighted average concentrations, and with the average of the maximum
concentrations for each pesticide. It is then tested which of the three
ways of ranking has the highest degree of agreement with the ranking
model. So different data rankings will be compared to different ranking
models and it is assumed that the most correct data ranking and the most
correct ranking model together will give the best agreement between data
and model.

The data can be treated like a continuous relationship or a stochastic re-
lationship (Figure 1).

Concentration, c, data for stream A             Concentration, c, data for stream B

    t1  t2               Time, t                                      Time, t
Continuous relationship            Stochastic relationship
Figure 1. A continuous and B stochastic relationship

If the relationship is stochastic the average concentration is estimated as:

c
n

c
i

i= ∑1
 and if the relationship is continuous the average concentra-

tion is estimated as: c
t t

cdt
t

t

=
− ∫
1

2 1 2

1

. As can be seen from Figure 1 a

continuous relationship can be described by a function and a stochastic
relationship is a random set of data which can not be described by a con-
tinuous mathematical function. When treating data that follows a sto-
chastic relationship a simple average of the measured concentration is
estimated.

If the data can be described by a function as is the case for stream A in
Figure 1 then the data follows a continuous relationship and should be
treated like that by weighting the concentration. The weighted concen-
tration for a continuous set of data is the area under the curve divided by
the period of time.
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To estimate the weighted concentration of each pesticide the area under
the curve for each stream for each pesticide is estimated.

Concentration, C, stream A

                         t1              t2                   t3                      t4 
Time, t

Figure 2.

The area under this curve is estimated as:

area t xc t xc c t tn n i
i

n
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1
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2
( ) , n = the number of

measurements in the series (Figure 2). The weighted concentration is es-
timated as the sum of the areas for each pesticide divided by the sum of

the ∆t for each pesticide: Conc
area

time
=

∑
∑ ∆

The pesticides will hereafter be ranked by the three different ways and
this is compared to the ranking model to see if the data follows a con-
tinuous or a stochastic relationship.

2.2 Ranking by continuous relationship

The data is now treated like they follow a continuous set of data and the
weighted average concentrations are estimated. The weighted average
concentrations, the detection frequency and the limit of detection can be
seen from Table 3.

c1

c2

c3

c4

∆t1 ∆t2 ∆t3
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Table 3. The weighted average concentration, the detection frequency and the limit of detection for
each pesticide. The data are from Ringkjøbing Amtskommune, 1997; Storstrøms Amt, 1996; Wiberg-
Larsen et al., 1997; Wiggers, 1999.

Pesticide Weigthed
average

concentration
µg/L

Detection
frequency

%

Limit of
detection

µg/L

Streams

2.4-D 0,373 3 0,013 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle, Høj

Atrazin 0,143 18 0,013 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle, Høj

Benazolin-ethyl 0,000 0 0,010 Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Bentazone 0,105 43 0,013 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle, Høj

Carbofuran 0,000 0 0,010 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Clopyralid 0,000 0 0,200 Høj

Cyanazin 0,162 3 0,018 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Diazinon 0,000 0 0,010 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Dichlobenil 0,106 40 0,010 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Dichlorprop 0,099 20 0,017 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle, Høj

Dimethoate 0,162 8 0,014 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Dinoseb 0,067 3 0,014 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Diuron 0,035 33 0,035 Høj

DNOC 0,098 35 0,014 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Esfenvalerate 0,272 9 0,014 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Ethofumesate 0,015 15 0,015 Ell, Horn, Jaun, Høj

Fenpropimorph 0,159 30 0,023 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle, Høj

Glyphosat

Hexazinon 0,178 3 0,010 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Ioxynil 0,017 6 0,010 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Isoproturon 0,231 45 0,013 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle, Høj

Linuron

MCPA 0,228 26 0,017 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle, Høj

Mecorprop 0,164 49 0,013 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle, Høj

Metamitron 2,290 6 0,029 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Metazachlor

Metsulfuronmethyl 0,000 0 0,030 Høj

Pendimethalin 0,074 32 0,033 Ell, Horn, Jaun, Høj

Pirimicarb 0,131 11 0,029 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Propiconazole 0,239 18 0,010 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Propyzamid 0,041 23 0,010 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Simazin 0,197 22 0,014 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Terbutylazin 0,099 13 0,010 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

There are no weighted average concentrations for Linuron, Glyphosat
and Metazachlor because data for these pesticides are only available for
“Lillebæk” stream and data for “Lillebæk” were only given as the maxi-
mum concentrations. Data for these three pesticides were therefore not
included in the ranking with the weighted data.

The degree of agreement depends on the attributes used in the model
(Table 4). The best agreement is found for the ranking model with the
two attributes dose and area. With these two attributes there are 87
agreements and 20 disagreements, which means that 81% of the predic-
tions in the model, which can be controlled by the data, are correct. If
Koc is used as a third attribute the agreement with the ranking model de-
creases. When Koc is introduced as a third attribute there are only 50
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agreements and 17 disagreements. There are also fewer comparisons be-
cause of the extra attribute which weakens the ranking. It is desirable to
have as many comparisons as possible. Fewer comparisons and fewer
agreements imply that Koc in this situation does not improve the predic-
tion in the ranking model.

Table 4. Agreements and disagreements with different numbers of attrib-
utes with the data treated as a continuous set of data.

Attributes used
in the model

Number of
comparisons

Number of
agreements

Number of
disagreements

Degree of
agreements

Dose 137 102 35 0.74
Area 137 100 37 0.73
Koc 178 76 82 0.48
Dose, area 107 87 20 0.81
Dose, Koc 96 62 34 0.65
Koc, area 74 53 21 0.72
Dose, area, Koc 67 50 17 0.75

2.3 Ranking by stochastic relationship

The data can be treated like a stochastic set of data in two ways. One way
is by taking a simple average of the maximum concentration of each pes-
ticide in each stream. The other way is by taking a simple average of all
the data for each pesticide.

2.3.1 Ranking by average maximum concentration
The data is now treated like a stochastic set of data and in the data rank-
ing a simple average of the maximum measured concentration for each
pesticide is estimated. The maximum measured concentration, the limit
of detection and the detection frequency can be seen in Table 5.
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Table 5. Average of maximum measured concentrations (µg/L), detection frequency (%) and limit of
detection (µg/L) of pesticides in streams in Denmark. The data are taken from Ringkjøbing Amtskom-
mune, 1997; Storstrøms Amt, 1996;Wiberg-Larsen et al., 1997; Wiggers, 1999.

Pesticide Maximum
average

concentration
µg/L

Detection
frequency

%

Limit of
detection

µg/L

Abbreviation

2.4-D 0,329 3 0,036 Lille, Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle, Høj

Atrazin 0,658 32 0,029 Lille, Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle, Høj

Benazolin-ethyl 0,000 0 0,010 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Bentazone 4,267 30 0,025 Lille, Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle, Høj

Carbofuran 0,000 0 0,073 Lille, Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Clopyralid 0,133 1 0,225 Lille, Høj

Cyanazin 0,150 6 0,043 Lille, Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Diazinon 0,000 0 0,010 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Dichlobenil 0,697 40 0,028 Lille, Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Dichlorprop 0,275 13 0,068 Lille, Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle, Høj

Dimethoate 0,350 8 0,033 Lille, Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Dinoseb 0,120 2 0,015 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Diuron 1,018 16 0,063 Lille, Høj

DNOC 0,590 27 0,013 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Esfenvalerate 0,287 13 0,075 Lille, Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Ethofumesate 0,216 24 0,052 Lille, Ell, Horn, Jaun, Høj

Fenpropimorph 0,376 25 0,040 Lille, Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle, Høj

Glyphosat 0,280 56 0,013 Lille, Ell, Horn, Jaun

Hexazinon 1,460 21 0,032 Lille, Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Ioxynil 0,043 23 0,032 Lille, Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Isoproturon 1,415 37 0,049 Lille, Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle, Høj

Linuron 0,600 5 0,100 Lille

MCPA 1,150 21 0,055 Lille, Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle, Høj

Mecorprop 1,635 51 0,036 Lille, Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle, Høj

Metamitron 3,590 8 0,023 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Metazachlor 0,100 2 0,075 Lille

Metsulfuronmethyl 0,000 0 0,030 Høj

Pendimethalin 0,310 19 0,055 Ell, Horn, Jaun, Høj

Pirimicarb 23,544 9 0,035 Lille, Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Propiconazole 0,781 20 0,035 Lille, Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Propyzamid 0,090 20 0,040 Lille, Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Simazin 0,715 20 0,050 Lille, Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Terbutylazin 0,167 23 0,028 Lille, Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

As for the previous ranking the degree of agreement between the two
rankings depends on which attributes are used in the model (Table 6).
The best model ranking is made with the attributes dose and area with
111 agreements and 14 disagreements, which means that 89% of the pre-
diction in the ranking model with the use data are correct. When the
model ranking is compared to the data ranking and a third attribute, Koc,
is used, there are 65 agreements and 12 disagreements. This is the same
situation as for the data treated like a continuous relationship that Koc
does not improve the ranking model.
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Table 6. Agreements and disagreements with different numbers of attrib-
utes.

Attributes used
in the model

Number of
comparisons

Number of
agreements

Number of
disagreements

Degree of
agreements

Dose 148 123 25 0.83
Area 148 122 26 0.82
Koc 167 86 81 0.51
Dose, area 125 111 14 0.89
Dose, Koc 83 67 16 0.81
Koc, area 94 72 22 0.77
Dose, area, Koc 77 65 12 0.84

The result of the ranking with the weighted data gave fewer agreements
compared to disagreements than the ranking with the data treated like a
stochastic set of data with the maximum average concentration.

2.3.2 Ranking by the average concentration
Ranking of the data is also done by taking a simple average of the meas-
ured concentrations of pesticides in the streams and comparing this
ranking with the ranking model. The data used for ranking the data by
taking a simple average of the measured concentrations can be seen from
Table 7.
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Table 7. Average measured concentrations (µg/L), detection frequency (%) and limit of detection
(µg/L) of pesticides in streams in Denmark. The data are taken from Ringkjøbing Amtskommune, 1997;
Storstrøms Amt, 1996; Wiberg-Larsen et al., 1997; Wiggers, 1999.

Pesticide Average
concentration

µg/L

Detection
frequency

%

Limit of
detection

µg/L

Streams

2.4-D 0,016 3 0,013 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle, Høj

Atrazin 0,036 18 0,013 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle, Høj

Benazolin-ethyl 0,000 0 0,010 Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Bentazone 0,052 43 0,013 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle, Høj

Carbofuran 0,000 0 0,010 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Clopyralid 0,000 0 0,200 Høj

Cyanazin 0,007 3 0,018 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Diazinon 0,000 0 0,010 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Dichlobenil 0,039 40 0,010 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Dichlorprop 0,022 20 0,017 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle, Høj

Dimethoate 0,016 8 0,014 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Dinoseb 0,002 3 0,014 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Diuron 0,007 33 0,035 Høj

DNOC 0,036 35 0,014 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Esfenvalerate 0,026 9 0,014 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Ethofumesate 0,003 15 0,015 Ell, Horn, Jaun, Høj

Fenpropimorph 0,048 30 0,023 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle, Høj

Glyphosat 0,213 56 0,013 Ell, Horn, Jaun

Hexazinon 0,012 3 0,010 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Ioxynil 0,001 6 0,010 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Isoproturon 0,137 45 0,013 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle, Høj

Linuron

MCPA 0,067 26 0,017 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle, Høj

Mecorprop 0,086 49 0,013 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle, Høj

Metamitron 0,315 6 0,029 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Metazachlor

Metsulfuronmethyl 0,000 0 0,030 Høj

Pendimethalin 0,030 32 0,033 Ell, Horn, Jaun, Høj

Pirimicarb 0,998 11 0,029 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Propiconazole 0,048 18 0,010 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Propyzamid 0,009 23 0,010 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Simazin 0,035 22 0,014 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

Terbutylazin 0,018 13 0,010 Ell, Horn, Jaun, Støvl, Sund, Green, Herb, Lam, Skø, Fald, Vej, Elle

As with the previous ranking, the number of agreements and disagree-
ments depends on the used attributes (Table 8). When the ranking is done
by taking a simple average of the measured concentrations the best
agreement between the data and the ranking model is also achieved with
a model with dose and area as attributes. In this ranking there are 118
agreements and 24 disagreements which means a degree of agreement of
82% between the two rankings. If Koc is used as a third attribute, again
there are fewer comparisons and the degree of agreement is only 73%.
Nor does Koc improve the ranking model, when taking a simple average
of the measured concentrations does the data ranking.
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Table 8. Agreements and disagreements with different numbers of attrib-
utes.

Attributes used
in the model

Number of
comparisons

Number of
agreements

Number of
disagreements

Degree of
agreements

Dose 202 145 57 0.72
Area 202 149 53 0.74
Koc 221 98 123 0.44
Dose, area 144 118 24 0.82
Dose, Koc 126 79 47 0.63
Koc, area 94 65 29 0.69
Dose, area, Koc 81 59 22 0.73

3 Odense Å

Data from a larger stream, Odense Å have also been ranked to see if the
ranking model also agrees with data from such larger streams.

Odense Å is a stream on Fyn. The catchment area of Odense Å consists
of both agricultural and urban areas and this is an important difference
between this stream and the above streams And this difference may in-
fluence the predictability of the ranking model.

3.1 Ranking of data from Odense Å

Ranking of the data from Odense Å is done by ranking the maximum
measured concentration of pesticides found in Odense Å with the detec-
tion frequency and the limit of detection. This ranking is compared to a
ranking model like the rankings of the pesticides from the small streams
and the two rankings are compared. If the ranking model has a good
agreement with the data ranking the ranking model can also be used to
indicate which pesticides can be found in larger streams with catchment
areas of mixed land use . The ranked data can be seen from Table 9
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Table 9. Maximum measured concentrations (µg/L), detection frequency
(%) and limit of detection (µg/L) of pesticides measured in Odense Å.
The measurements are made from 1994-1996. The pesticides dinoseb,
DNOC, metamitron, metsulfuronmethyl and pendimethalin were not
measured in Odense Å. The data are taken from Wiberg-Larsen et al.,
1997.

Pesticide Weigthed average
concentration µg/L

Detection
frequency %

Limit of
detection µg/L

2.4-D 0,100 11 0,075
Atrazin 0,400 34 0,065
Benazolin-ethyl
Bentazone 0,300 12 0,030
Carbofuran 0,400 2 0,200
Clopyralid 0,000 0 0,250
Cyanazin 0,300 2 0,100
Diazinon
Dichlobenil 0,200 28 0,065
Dichlorprop 0,200 19 0,150
Dimethoate 0,100 2 0,075
Dinoseb
Diuron 1,000 45 0,075
DNOC
Esfenvalerate 0,000 0 0,200
Ethofumesate 0,100 13 0,115
Fenpropimorph 0,000 0 0,075
Glyphosat 0,200 100 0,015
Hexazinon 0,080 32 0,075
Ioxynil 0,000 0 0,075
Isoproturon 1,000 30 0,125
Linuron 0,000 0 0,100
MCPA 0,200 23 0,100
Mecorprop 0,400 42 0,075
Metamitron
Metazachlor 0,000 0 0,075
Metsulfuronmethyl
Pendimethalin
Pirimicarb 0,070 26 0,060
Propiconazole 0,080 2 0,085
Propyzamid 0,800 4 0,100
Simazin 0,300 19 0,125
Terbutylazin 0,100 32 0,065

Data for dinoseb, DNOC, metamitron, metsulfuronmethyl, pendimethalin
were not available for Odense Å. The number of agreements between the
data ranking and the ranking model for Odense Å is also dependent on
which attributes are used and how many attributes are used (Table 10).
From Table 10 it can be seen that the ranking model doesn’t agree as
well with the data ranking for Odense Å as it did with data from small
streams. The ranking model can in this case not be used to predict which
pesticides will most probably be found in Odense Å.
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Table 10. Agreements and disagreements with different numbers of at-
tributes for Odense Å.

Attributes used
in the model

Number of
comparisons

Number of
agreements

Number of
disagreements

Degree of
agreements

Dose 118 78 40 0.66
Area 118 41 77 0.35
Koc 123 81 42 0.66
Dose, area 67 34 33 0.51
Dose, Koc 82 59 23 0.72
Koc, area 53 26 27 0.49
Dose, area, Koc 42 22 20 0.52

4 Discussion

Treating the data like a stochastic set of data and using the average
maximum concentration gave the best agreement with the model and will
therefore be the best way to treat the data when assuming that the ranking
model is right. The measured concentrations have to be treated like a sto-
chastic set of data and can not be fitted as a function but the data are ran-
domly distributed.

The rankings made with this set of data did not have as many agreements
as the ranking model from the Swedish data. (Sørensen et al 1999). A
reason may be that the actual doses and sprayed areas are not known in
this model but is estimated from the amount of pesticide sold in Denmark
and the sprayed area of the pesticide. In the data from Sweden the actual
use data were known for the specific catchment and samples were col-
lected more frequently during a longer period of time.

With these collected data from small streams in Denmark with agricul-
tural catchments the model will in 89% of all cases predict which pesti-
cides will be found most frequently and in the highest concentrations in
the surface water in streams. These results indicate that it is possible in
general to rank pesticides to predict which pesticides will most probably
be found in small streams in rural areas.

The lack of agreement between the data ranking and the ranking model
for Odense Å is probably due to the mixed land use within the catchment
area, the use pattern of pesticides being different in rural and urban areas.
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5 Conclusion

A ranking model was constructed from the data: The estimated recom-
mended dose, the sprayed area and Koc. This model is compared to a
ranking with the measured concentrations of pesticides in Danish
streams, the detection frequency and the limit of detection.

The ranking of the measured data is made on data from small Danish
streams with agricultural catchment areas and from one big stream with
mixed land use in the catchment area. The ranking model showed that it
can be used to predict which pesticides will most probably be found most
frequently and/or in highest concentrations in small streams in Denmark.
If only the estimated recommended dose and the treated area are used in
the model and if the maximum measured concentration is used in the
data ranking there is 89% degree of agreement between the ranking
model and the data ranking. The ranking model would probably be a
little better if the exact dose used in the catchment areas were known.

The same ranking model didn’t agree very well with the data from the
bigger stream, Odense Å having a catchment area of mixed land use.
This is probably a consequence of the different use patterns for pesticides
in agricultural and urban areas.

The ranking model based on the estimated recommended dose of pesti-
cides and the total area the pesticide is sprayed on can be used to indicate
which pesticides will be found most in small Danish streams with agri-
cultural catchment areas. The ranking model can not be used to indicate
which pesticides will be found most in larger streams with catchment ar-
eas with mixed land use.
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Abstract

The Internet is one of the main tools for disseminating and finding in-
formation. This paper presents a preliminary discussion and the possible
layout of a web site dedicated to the use of Hasse software developed at
our institute and elsewhere. This discussion is important since the Hasse
software is being developed concurrently at several institutions world-
wide. We feel that it is very important to inform potential users about the
issues concerning the background and contents of Hasse diagram tech-
nique, the workshops, publications, the availability of expertise in this
field and the development and distribution of Hasse software. In the fu-
ture the active cooperation of interested users will be encouraged. The
Web site consists of an introduction to the topic, workshops, publication
references, list of experts, and software.
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1 Introduction

The World Wide Web may very well be the most elegant real-world
manifestation of the central metaphor of chaos theory. From its unas-
suming beginnings in 1989, the Web has picked up so much momentum
that it is now "cracking the barrier of the largest information collection
ever assembled by humans" [Sherman 1999]. With 201 million Internet
users (as estimated in September 1999 [NUA 1999]), many individuals
worldwide have the tools to use these data sources.

2 Structure of Hasse Web site

2.1 Hasse Home Page

The Hasse Web page will be written in HTML (Hyper Text Markup Lan-
guage) with additional code in Javascript and Perl. The participants of
the Workshop "Order Theoretical Tools in Environmental Sciences“
agreed upon the usefulness of such a Web page to initiate and maintain
communication. The Web site will be designed using frames. Figure 1
shows the planned Hasse Web site home page.

201 million Internet users
in September 1999

Hasse Web page
HTML
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Figure 1. Hasse Home Page (200e.htm)

The left side of the Hasse Home Page includes possible links. These
might be:
• Introduction (Basic aspects of the Hasse diagram technique) [the-

ory.htm]
• Workshops (recent and future workshops with call for papers, ab-

stracts of proceedings etc.) [work.htm]
• Recent publications [pube.htm]
• Experts (main developers and users of the Hasse program) [ex-

pert.htm]
• Software (Hasse program can be ordered) [soft.htm]

The names of the htm files are given in brackets.

Meta-data are data about data; for example, tags that indicate the subject
of a WWW document [Computer Currents 1999]. Meta-data are ex-
tremely important since search-engines look them up when building their
indices [Webopedia 1999]; users of search engines can find Web pages
by applying these meta-data as keywords. Meta-data are also called
meta-tags. A special HTML tag that provides information about a Web
page. Unlike normal HTML tags, meta-tags do not affect how the page is
displayed. Instead, they provide information such as who created the
page, when it was last updated, what the page is about, and which key-
words represent the page's content.

Hasse Home Page

Meta-tags

Meta-data
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The meta-data or meta-tags included in the home page are Hasse Dia-
gram, data mining, data analysis, ranking system, discrete mathematics,
Kristina Voigt, K. Voigt, E. Halfon, Efraim Halfon, Rainer Brüggemann,
R. Brüggemann.

2.2 Introduction to Hasse Diagram Technique

The following text is included as an introduction to Hasse Diagrams and
a Hasse Diagram is shown at the top of the page.

The basis of the Hasse diagram technique is the assumption that a rank-
ing can be performed while avoiding the use of an ordering index. In
most applications, Hasse diagrams present information not only on
ranking but, most of all, they show whether the criteria, characterizing
the objects, lead to ambiguities in the ranking procedure: For example,
an object might be ranked higher according to one criterion but lower ac-
cording to another. These two objects are not ordered because their data
are "contradictory" to each other. This ambiguity -which is important for
further applications- is not evident when we use an index for ranking, but
it is immediately evident in a Hasse diagram. Hasse diagrams are ex-
tremely useful if several criteria are given to decide which objects are
priority objects. We talk about maximal objects (objects which have no
neighbors in upward direction) and minimal objects (those which only
have neighbors in downward direction). Furthermore, the study of the
influence of the choice of criteria to rank a set of objects is important.
The ranking of a set of objects does not only depend on the numerical
values, but even more on the choice of criteria. The results of this analy-
sis are two matrices, D and W, that identify the main features of the
structure of Hasse diagrams and quantify the influence of criteria on the
ranking.

Hasse diagrams visualize the order relations within posets. Two objects
x, y of a poset are ordered if all scores of x are less or equal than those of
y. Hasse diagrams are oriented graphs (digraphs). A digraph consists of a
set E of objects drawn as small circles in Hasse diagrams. In our applica-
tions the circles near the top of the page (of the Hasse diagram) indicate
objects that are the "best" objects according to the criteria used to rank
them. These objects have no predecessors (they are not "covered" by
other objects) and are called “maximal objects.”

The text above is an excerpt from the publication concerning the ranking
of environmental databases applying the Hasse diagram technique
[Brüggemann 1996].

Hasse diagrams

Two matrices, D and W

Maximal objects
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2.3 Workshops

Two workshops concerning "Order Theoretical Tools in Environmental
Sciences" have taken place, the first one in Berlin, Germany 1998 and
the second one in Roskilde, Denmark in 1999. The third one will most
probably be held in Berlin in the year 2000. The participants of the last
workshop in Roskilde were of the opinion that holding the workshops on
a one-year basis should be preferred to the two year time span. Figure 2
gives the html page of the workshops.

html>
<head>
<IMG src="hassevoigt.gif" ALT="[Hassevoigt]" WIDTH=160 HEIGHT=150>
<a href="./work.htm">
<title> Hasse</title>
</head>
<body>
<h1>Hasse Diagram Technique</h1>
<a name="oben"></a>
<a href="#unten">bottom of page</a>
<h1>Workshops and Conferences</h1>
<hr>
<h2>The following Workshops and Conferences were/are held:</h2>
<ul type=[square]>
<br>
<li> <a href="#Berlin"> A. 1.Workshop on Order Theoretical Tools in Environ-
mental Sciences, Berlin, Germany 1998</a><br>
<li> <a href="#Roskilde"> B. 2. Workshop in Partial Order Ranking Methods, Ro-
skilde, Denmark, 1999</a><br>
 </ul>
<h3><a name="Berlin"> A.  Workshop on Order Theoretical Tools in Environ-
mental Sciences</a></h3><br>
held in Berlin, Germany on <b>16.11.98 </b> at the <a href="http://www.igb-
berlin.de/www/abt1/abt1.htm" target=_top>
Institute for Fresh Water Ecology and Inland Fisheries, Dr. Rainer
Br&uuml;ggemann
</a><br><p>
<br><br>
<h3><a name="Roskilde">  B. 2. Workshop in Partial Order Ranking Methods or
Application
and Method Development</a></h3><br>
held in Roskilde, Denmark
on <b>22.10.99 </b> at the <a href="http://www.dmu.dk/EnvironmentalChemistry/"
target=_top>
NERI (National Environmental Research Institute), Department of Environmental
Chemicals
Dr. Peter Soerensen </a><br><p>
</a><br>
<br><br>
<hr>
<a href="#oben">top of page</a><br><p>
<a name="unten"></a>
<small>last update: 08.11.99 <small/>
</body>
</html>
Figure 2. Hasse Workshops html format

Order Theoretical Tools in
Environmental Sciences
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This web page contains links to the institutions which organized or will
organize the workshops. Call for papers, proceedings’ abstracts etc. could
be included here to advertise future events. The corresponding Internet
layout (abbreviated) is given in Figure 3.

Figure 3. Hasse Workshops (work.htm)

2.4 Recent Publications

The Hasse publications are divided into the following categories:

A. Refereed journal papers
B. Articles in books and refereed conference papers
C. Reports

As of November 1999, we list 15 papers in scientific journals, 20 articles
in books and proceedings, and 2 reports. This list consists mainly of pub-
lications from Rainer Brüggemann, Kristina Voigt and Efraim Halfon.
This list needs to be urgently updated. We will include a page where
anyone can add his or her information for posting.  Given the interactive
needs this page should be programmed in Javascript with additional code
on our server in CGI and Perl.

Hasse publications
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2.5 Experts

The following experts and institutions are working in the field of HDT
and can be contacted by e-mail:

A.  Institut für Gewässerökologie und Binnenfischerei, Dr. Rainer Brüg-
gemann (brg@igb-berlin.de)

B.  Dr. Efraim Halfon, Burlington, Canada (info@butx.com)
C. National Environmental Research Institute Denmark, Roskilde,

Dr. Peter Soerensen (PBS@DMU.dk)
D. GSF- National Research Center for Environment and Health,

Dr. Kristina Voigt (kvoigt@gsf.de)

The address with e-mail and URL are provided here. Again this list has
to be completed by naming other experts.

2.6 Software

Most important to the visitors of this Web page is the information how
and where to obtain the Hasse diagram software. The latest version is
only available on CD-ROM from the Institute of Fresh Water Ecology
and Inland Fisheries in Berlin, Dr. Rainer Brüggemann. An abridged
Internet version of the Hasse program is under development at the same
institution.

3 Conclusions and Outlook

The development of this web site will be a collaborative effort  and needs
input from other experts working with the Hasse diagram technique. The
choice of a Webmaster and the location of the server are still open for
discussion but should be resolved soon since this site is urgently needed
to inform the Internet scientific community about this important and
useful mathematical tools to rank and evaluate objects.

Experts

Hasse diagram software

Webmaster
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The National Environmental Research Institute, NERI, is a research institute of the Ministry of Environment and En-
ergy. In Danish, NERI is called Danmarks Miljøundersøgelser (DMU).
NERI's tasks are primarily to conduct research, collect data, and give advice on problems related to the environment and
nature.

Addresses: URL:   http://www.dmu.dk

National Environmental Research Institute
Frederiksborgvej 399
PO Box 358
DK-4000 Roskilde
Denmark
Tel: +45 46 30 12 00
Fax: +45 46 30 11 14

Management
Personnel and Economy Secretariat
Research and Development Section
Department of Atmospheric Environment
Department of Environmental Chemistry
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Department of Marine Ecology and Microbiology

National Environmental Research Institute
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Tel: +45 89 20 14 00
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Department of Streams and Riparian areas
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Tel: +45 89 20 17 00
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Department of  Landscape Ecology
Department of Coastal Zone Ecology

National Environmental Research Institute
Tagensvej 135, 4
DK-2200  København N
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Tel: +45 35 82 14 15
Fax: +45 35 82 14 20

Department of Arctic Environment
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